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Abstract

We define type theory with explicit conversions. When type check-
ing a term in normal type theory, the system searches for convert-
ibility paths between types. The results of these searches are not
stored in the term, and need to be reconstructed every time again.
In our system, this information is also represented in the term.

The system we define has the property that the type derivation
of a term has exactly the same structure as the term itself. This has
the consequence that there exists a natural LF encoding of such a
system in which the encoded type is a dependent parameter of the
type of the encoded term.

For every Pure Type System we define a system in our style. We
show that such a system is always equivalent to the normal system
without explicit conversions (even for non-functional systems), in
the sense that the typability relation can be lifted. This proof has
been fully formalised in the Coq system, building on a formalisa-
tion by Vincent Siles.

In our system, explicit conversions are not allowed to be re-
moved when checking for convertibility. This means that all terms
in convertibility proofs are well typed, even in the sense of our sys-
tem.

Categories and Subject Descriptors F.4.1 [Mathematical Logic
and Formal Languages]: Mathematical Logic—Lambda calculus
and related systems

General Terms Reliability, Theory

Keywords Type Theory, Pure Type Systems, Conversion Rule,
Convertibility Proofs, Formalisation, Coq

1. Introduction

Dependent type systems are used as a basis for formalising math-
ematics through the well-known Curry-Howard formulas-as-types
embedding. Types are used to represent “sets” and “data types,”
but also to represent “formulas.” In that interpretation a proof of a
formula A is a term M of type A. So, proofs become first-class citi-
zens of the system and proof checking is the same as type checking:
verifying whether M : A holds. A proof assistant like Coq is based
on this idea, using a type system called the ‘Calculus of Inductive
Constructions’. This system also includes a (small) functional pro-
gramming language: one can define data types as inductive types
and program functions over these data types by well-founded re-
cursion.
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In dependent type systems, terms occur in types, so one can
do (computational) reduction steps inside types. This includes
[B-reduction steps, but, in case one has inductive types, also ¢-
reduction and, in case one has definitions, also J-reduction. A type
B that is obtained from A by a (computational) reduction step is
considered to be “equal” to A. A common approach to deal with
this equality between types is to use an externally defined notion of
conversion. In case one has only -reduction, this is S-conversion
which is denoted by A ~g B. This is the least congruence con-
taining the S-reduction step. Then there is a conversion rule of the
form

I'Fa:A THA :s
I'ka:A

Now, when you apply aterm M : A — Btoaterm P : A,
one needs to check if A ~5 A’. There is a general way to do
this: reduce both types to S-normal-form, and check if these normal
forms are equal. Unfortunately, reducing a term to -normal-form
might take hyperexponential time. In practice, proof checkers use
heuristics to check if two types are S-convertible without reducing
to normal form. However, there is in general no efficient way to
check S-convertibility.

The phenomenon that S-convertibility — which is a crucial and
non-trivial part of the correctness of a proof — is checked by an aux-
iliary program and not recorded in the proof-term goes against the
intuition of what a proof is. A proof should be “self evident” and
should encode all information to check its correctness; it should
not require additional computation or intelligence to verify a proof.
At present, the situation is far from that. Notably in the system
Coq, where 5d¢-conversion is used to implement proof search algo-
rithms and automated theorem proving algorithms inside the type
system, using the so called reflection approach, see for example
[8L113]). The idea is to reflect part of the meta-language in the object
language and to write proof search algorithms that Coq needs to
execute during the type checking phase. Coq users clearly consider
this a feature: use Coq’s convertibility check to do proof automa-
tion.

So, the conversion rule allows one to trade proving (writing
explicit proof terms) for computing (the convertibility check in
the type checking algorithm). It is not so clear cut whether this
is a good idea. At the TYPES meeting in Kloster Irsee in 1998,
Henk Barendregt explained the use of the conversion rule in the
reflection method, and Per Martin-Lof seemed to consider this to
be a bug, because proofs were not “self explanatory” anymore.
Also Dick de Bruijn has often stressed the importance of weak
logical frameworks, e.g. [6]. He stressed the point that the logical
framework should be general and that additional rules for doing
logic or computation should be provided by the user.

(A~p A'). (conv)

Contribution 1In this paper we define the framework PTSy,
which are Pure Type Systems (PT'S) with type-conversions explic-
itly recorded in the proof terms. This implies that type checking is
linear in the size of the term and that types are not only determined



up to beta conversion. In particular for functional specifications
every term has a unique type. We state and prove the equivalence
of the two frameworks: we show that every PTS AS is equivalent
to its PT'S; companion AS. The proof proceeds by showing that
every PTS. judgement can be transformed into a PTSy judge-
ment, where PT'S. are Pure Type Systems with an explicit equality
Jjudgment, but no equality-proofs recorded in the terms (It has been
shown by Siles and Herbelin [15] that PTS. and PTS are equiv-
alent frameworks). Our equivalence proof involves a number of
subtle technical steps, so we have completely formalised this proof
in Cogq.

Approach The idea is to introduce proof terms of equalities and
add these proof terms to the term when the conversion rule is used.
So, there is a separate equality judgement of the form I' F; H :
A = A’, which means that H codes the proof that A and A’ are
convertible in context I'. The conversion rule now becomes

Ftfa:A ThpA:s THH: A=A
'+ f aH : Al
Note that the convertibility proof H is added to the term. A con-
sequence of this change in the conversion rule is that there is a
unique derivation of the typing judgement of a term. The equiva-
lence of this formulation of PTS with the original, uses the PTS,,
that uses typed judgemental equality. In PTS., there are also sep-

arate equality judgements, but now of the foom ' -, A = A’ : B.
The difference with PT'S; lies in the fact that

(conv)

e in PTS,, the terms A and A’ are forced to have the same type,
e in PTS,, there is no proof term witnessing the equality.

In PTS., the conversion rule is
I'tea:A T A=A :s
Thea: A '
We don’t prove our equivalence result for one type system, but
work in the general setting of Pure Type Systems (PT'Ss), which
allows to build meta-theory for a whole family of type systems.
This is to avoid having to build this meta-theory for all type systems
one by one. It has already been shown in the literature that a PT'S.
is equivalent to the corresponding PT'S. In [2] it is shown that these
two systems are equivalent for a special family of functional PT'Ss.
In [15] this result is generalised to arbitrary PTSs.

(conv)

Overview of the paper In Section 2] we recall the definition of
Pure Type Systems. We assume familiarity with type theory and
PTSs, so we don’t go into much detail. The article [4] gives a
more detailed introduction to Pure Type Systems. As a matter of
fact, we do not use the original variant of Pure Types Systems, but
an equivalent descriptions (that we have also formally proved to be
equivalent in Coq). This version of PTSs uses a judgment to denote
that a context is well-formed. The advantage of this version is that
then a term uniquely codes for the typing derivation. In Section
[l we describe PTSes, Pure Type Systems with typed judgemental
equality \.S. We state the equivalence between AS and A.S.

In Sectionﬁ]we introduce PTS¢, Pure Type Systems with typed
convertibility proofs AfS. This system is a generalisation of the
system A\F' in paper [7], which is about one particular PTS, AP,
the system corresponding to LF. We study the PTS AF, which we
call A¢P in this paper more closely in Section [/} We also prove an
important property about A ¢S, which is that every judgement has a
unique derivation.

In Section [5| we prove the equivalence between the PTS AS
and the PTS; AyS. In Section [5.1] we study the erasure map
in judgements, which is a map from A;S-terms to AS-terms and
we also use this map to prove ‘AsS = AS’, which states that
a judgement in AfS can be transformed to a similar judgement

NS<E—""7"— Aes

Th.E]
Tl& Th.510
AfS

Figure 1.1. Proven implications.

in AS. Then we prove in Section the crucial technical result
that states that equality is preserved under substitutions. In the
final section, we prove ‘AS = AfS’. Together with the other
implication and the equivalence between AS and A\.S we conclude
that the systems AS and A ¢S are equivalent. We finish by proving
an injectivity statement for products. The proven implications are
displayed in Figure[I.T] The equivalence (Theorem[3.1) is the work
of Siles.

Because the proof of the equivalence between AS and AfS
is technical and involves large proofs with many cases, we have
also formalised the proof in the proof assistant Coq. In Section [f]
we describe this formalisation. Using Coq as proof assistant, we
can profit from the fact that Siles has formalised the equivalence
between AS and A.S in Coq. We have built the formalisation of
our proof on top of the formalisation of Siles, to be able to use
his results. The formalisation can be found at http://www.cs.
ru.nl/~freek/ptsf/| Lemmas and Theorems which have been
formalised (mainly in Section[3) state the name of the result in the
Coq code using the format [Coq name].

In Section [7| we look more closely at the PTS AfP and to
a subfamily of PTSs called functional PTSs. We prove that in
functional PT'Ss every term has a unique type, and that if we have
a convertibility proof between terms, the corresponding types are
also convertible. We also present some simplifications to the rules
used for PTSs in these particular cases.

2. )S: Pure Type Systems

In this section we introduce the notion of Pure Type Systems
(PTSs). This is a broad family of type systems, and in this paper
will we only treat type systems which can be described as PTS.
The specification S of a PTS consists of three sets S = (S, A, R),
where S is the set of sorts, A C S x S is the set of axioms, and
R C S xS x S is the set of relations. We will use the letters s, ¢
for sorts, possibly adorned with primes or subscripts.

We fix a countably infinite set of variables V. We will denote
variables by x,y, z possibly adorned with primes or subscripts.
Given a specification S, then we construct the PTS AS consisting of
a set of pseudoterms, pseudocontexts, pseudojudgements and rules
to inductively define the judgements. The set 7 of pseudoterms is
constructed using the following grammar:

T=VI|S|TT|OV:T.T | \WT.T.

We will use the letters a, b, ¢, d, A, B, C, D, M, N, possibly adorned
with primes or subscripts, for pseudoterms. Next we define beta re-
duction. One step beta reduction is the compatible closure of the
relation
(Az:A.M)N ~~g M[z := N] (1)

and denoted by —g. Beta reduction is the reflexive transitive clo-
sure of one step beta reduction and denoted by — . Beta conver-
sion is the reflexive symmetric transitive closure of (one step) beta
reduction, i.e. the smallest equivalence relation containing (one
step) beta reduction, and denoted by ~3.

Two important properties about beta conversion are stated in the
following theorem. Statement 1 is called confluence or the Church-
Rosser theorem.
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F (nil)
1;;714‘4}8_ x & domTI’ (cons)
% (s1,52) € A (sort)
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TFA:s1 T,z:AF B:s
I'+1lz:A.B: s3
I'FA:s1 ThLax:AFb:B:s2
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I'-F:llx:AB Tha:A (app)
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(81, S92, 83) ER (pI'Od)

(s1,52,83) ER  (abs)

I'Fa:A THA :s
Tha:A

(A~p A) (conv)

Figure 2.1. rules for AS

Theorem 2.1.

1. [Betas_diamond] If for pseudoterms A, B, C we have A —»g
B and A —g C, then there is a pseudoterm D such that
B%?g DandC%»g D.

2. [Betac_confl] If for pseudoterms A, B we have A ~g B
then there is a pseudoterm C such that A —g C and B —g C.

Next, we define the set C of pseudocontexts by
C=-|1C,V:T.

Here - is called the empty context. Pseudocontexts are denoted by I'
or A, possibly adorned with subscripts or primes. All pseudocon-
texts I" are of the form (we leave out the dot)

T'=x:A1,20: Ag,...,2n: An

for some n > 0. We define domI" = {z1,...,z,} and (z : A) €
Difz = x; and A = A; for some ¢. We write I'[z := a] for the
context

z1: Az i=al,me : Aslz :=al, ..., zn : Anz = q].

Given two contexts I' and A, we will write the concatenation of
these contexts simply by I'; A.
Furthermore we have pseudojudgements of the form

J=CH|CFT:T.

Here I' - is a legality pseudojudgement, meaning that I is a legal
context and I' F a : A is a typing pseudojudgement. We use the
abbreviationI'F A: B: Cfor‘TF A: BandT'F B: C”

Alternative rules The rules we gave for judgements is not stan-
dard in literature. The most common way to define this, is given
in Figure [2.2] Note that in these rules only the typing judgement
occurs, and there’s no judgement dedicated to stating that a context
is legal.

Of course we want to know if the two different presentations of
the rules are equivalent.

Proposition 2.2. [legacy2typ] [typ2legacy] The rules in Fig-
ure define the same typing judgements as the rules in Figure
22

(81,82) S A (aX)

|—81232
'FA:s /
Ne:AkFx: A z ¢ dom[ (var’)
'-A:s TFHb:B
To:arp B °#doml (weak)

'FA:s1 T,x:AFB:so
I'FIlz:A.B : s3

I'FA:s1 TLx:AFb:B:ss
' Ax:Ab: Tlx:A.B

I'FF:llxz:AB T'Fa:A (app)
' Fa: Bz :=d] PP

(s1,82,83) € R (prod)

(s1,s2,83) € R (abs)

TFa:A THFHA :s
ThHa:A

(A~p A) (conv)

Figure 2.2. alternative rules for AS more common in literature

The proof is easy by induction on the derivation, we will skip it
here.

For a more detailed overview of PTSs, see [4]. In this article,
the rules in Figure 2.2 are used, and then the meta-theory of these
rules is developed. We will use one nontrivial proposition from this
meta-theory.

Theorem 2.3 (Subject Reduction). [SubjectRed] IfI'H A : B
and A —»p A’ thenT + A’ : B.

Proof. See [4], Lemma 5.2.15 on page 107. O

3. AS: Typed judgemental equality

Given a specification S, we define the Pure Type System with typed
Jjudgemental equality \.S as follows. It has the same pseudoterms
and pseudocontexts as AS, but there is another kind of pseudojudge-
ment. We will annotate the turnstile with a subscript e to distinguish
the judgements in A\.S from judgements in AS. We still have the or-
dinary typing judgement T . M : A and legality judgement T .,
but we also have an equality judgement T' . M = M’ : A.
The deduction rules are given in Figure [3.1] The first seven rules
are exactly the same, but in the conversion rule we do not use an
externally defined beta convertibility anymore, instead, we have to
prove the equality within the system. The new rules describe what
the equality judgements are. The rules (ref), (sym) and (trans) are
for the reflexivity, symmetry and transitivity of the equality. Then
(beta) is the analogue of equation (I) in this system, and the rules
(prod-eq), (abs-eq) and (app-eq) are to ensure that the equality is
compatible with the structure of terms. Finally we also have a con-
version rule (conv-eq) for equality judgements

In [2] it is shown that these two different type systems are
equivalent for so-called functional specifications (cf. Definition
[72). In [14] the result is also proven for semi-full specifications.
In [15] this equivalence is generalised to arbitrary specifications.
The equivalence is formulated as follows.

Theorem 3.1 (Equivalence of AS and A.S).

1. T ke iffT b
2.0k M:AiffT - M : A;
3Tk M=N:AifT-M:ATFN:Aand M ~4 N.

The proof is hard and is given in [15].
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I'te (Az:Ab)a = bz :=a) :

(s1,82,83) ER
(beta)

TFH.A=A":% IMx:AF. B=DB:s9

k) ? e R
Tre Hx:A.B=T1z:A".B : s3 (s1,52,83)
(prod-eq)

TFH.A=A":5 Tx:AF. b=V :B: sy

,52,83) €R
T Fo AziAb = oA Y : [lz:A.B (51,52, 85)

(abs-eq)

I'te F=F :1lx:A.B Trea=ad: A (app-eq)

I'te Fa=F'a’ : Blz :=d] pped
T'rFea=a':A TF.A=A":5

(conv-eq)

Trea=ada': A

Figure 3.1. rules for A.S

If one tries to prove this directly, then the direction from left
to right is easy by induction over the derivation of the judgement,
but for the other direction, the equivalence of equality is very hard,
as is described in [2]. One could try to derive that if ' - M : A
and M —3 NthenI' . M = N : A from which the desired
statement follows using Church-Rosser (Theorem [2.T). In normal
PTSs, the way to derive such a statement is to prove the following
statements simultaneously by induction

eIf'c M :Aand M —g NthenT' e M = N : A,
e IfI'e M:AandT —5 Athen A k. M : A.

Here 1 : A1,...,2n : Ay =g x1 : Bi,...,z, : B, means
that there is a j < mn such that A; —g B; and that for all
i # j we have A, = B,. If one tries to prove this, the hard
case is proving (app) for the first statement, specifically if one
derived I' k. (Az:A.b)a : B[z := a] with the corresponding
reduction (Az:A.b)a —g blx := a]. If one tries to prove I' .
(Az:A.b)a = blx := a] : Blz := a] then one needs a form of
product injectivity, i.e. one needs the following statement. If I" .
Ilz:A.B = Tlxz:A’.B’ : s3 then there is arelation (s1, 52, 83) € R
suchthatI' . A = A" :syand ',z : A, B = B’ : s5. There
is no obvious way to prove this, because the equality could have
been derived via a chain of (trans)-rules, and we don’t really know
much about the terms in the middle of this chain.

The way [15] proved the Theorem was to define a new variant
of PTS they called Pure Type System based on Annotated Typed
Reduction or PTS .. This system is a typed version of parallel beta
reduction [16]. They also needed to add typing information to each
application, which means that each application was of the form
Mriz:a. 8N where Ilz: A.B is the type of M. In this system they
were able to prove confluence for the typed reduction, and from
that they were able to prove a weak form of product injectivity and
also subject reduction. Then they proved the equivalence between
PTSq¢r and PTS. (which we call A.S). This equivalence implies
Theorem 3.1l

4. \;S: Typed convertibility proofs

For a specification S we define the Pure Type System with con-
vertibility proofs A¢S as follows. There is a separate class H of
(pseudo-)convertibility proofs and the pseudoterms 7 have one ex-
tra constructor, the conversion a’ for a pseudoterm a and convert-
ibility proof H.

T=V|S|TT|OV:T.T | A\W:T.T | T

The convertibility proofs have the following grammar, and are
denoted by H (possibly adorned with primes or subscripts):

H=T|H | H-H|BT)|{H,[V: TIH}
| (H, [V TIH) | HH | o(H).

Note that the ¢ in the grammar has nothing to do with ¢-reduction.
We define H[z := a] in the obvious way, by replacing = with a
for every free occurrence of x in H. Note that in { H1, [z : A]H2}
and (H1, [z : A]H>) the free occurrences of = in Hy are bound by
[z : A] and hence will not be replaced.

The pseudocontexts have the same grammar as before. As in
AeS, there are three different kind of judgements, but the equality
judgement is now different. In A.S, the equality judgement has the
formI' . M = N : A, while in A;S, the equality judgement has
the formI' =y H : M = N. So instead of typing the equality, we
have a convertibility proof witnessing the equality. This also means
that in AfS, the terms in an equality judgement a priori need not
have the same type, hence this equality is a form of heterogenous
or John Major equality [12]]. Also, for non-functional specifications
we will see an example of an equality between terms which do not
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Figure 4.1. rules for ;S

have the same type in Section[7.1} In summary, the judgements have
the grammar (annotating the turnstile with a subscript f)

J=Chkp|Chy T :T|CHyH:T=T.

The deduction rules are given in Figure[d.T] The first seven rules
are exactly the same as before, the conversion rule is different, and
the other rules describe how to derive equality judgements. In the
conversion rule, the most notable difference is that the convertibil-
ity proof H is added to the term, so that you can store exactly which
rules were used to derive the equality. Most of the rules for equality
judgements correspond to a similar A.S-rule. There are again rules
for reflexivity, symmetry and transitivity. Then we have the beta
rule, and rules to equate products, abstractions and applications. In
(prod-eq) and (abs-eq) the conditions (s1, s2, s3), (51, 85, 85) € R
should also hold. Note that we need much more hypotheses to these
rules relative to the rules for PTS., because we need both typing
information and equality information, and in the rules for PTS,
these could be given in a single judgement. At last we have the
(iota)-rule which describes the equality between a term and the
same term annotated with a convertibility proof. In Section [/] we
look at some special cases for the specification, and will notice that
some rules can be simplified in these special cases.

The main motivation for defining the system A ¢S is the follow-
ing Theorem.

Theorem 4.1. [unique_der] The rules used in the derivation of
a judgement are uniquely determined by that judgement.

Remark 4.2. With “the rules used in the derivation of a judgement
J” we mean the derivation tree der(J) (which a priori depends on
more than only J) with nodes labeled by (nil), (cons), (sort), .. .,
(iota), describing which rules are used. For example der () is a
tree with the single node labeled by (nil), and if we last used the
rule (abs)-rule

'y A:sy To,x:Abpb:B:so
'y Ax:Ab: lx:A.B
then we have
der(I' Fy Ax:Ab: llz:A.B) =

(s1,82,83) ER

der(T'Ff A:s1) der(T,z: AFsb:B) der(T,z: Ay B : s2)

T~

(abs)

Using this notation, the statement of Theorembecomes that the
function der is well-defined from judgements to labeled trees, i.e. it
only depends on the judgement. Note that der(J) does not give all

(nil)
information about the derivation of J. For example, the tree |

(sort)
could have conclusion I s : ¢ for all axioms (s,t) € A. %]

Before we prove Theorem[d.I]we need some more information.
In the (abs)-rule, the term Az:A.b in the conclusion does not fully
describe the type B of b, while B is required to have a type in the
hypotheses. We need to prove that if b has two different types B
and B’, a derivation of the typing of these types must use the same
rules.

Definition 4.3. We call two terms A and B comparable if there is
ann > 0and n + 2 terms Ay, ..., An, A’, B’ € T such that the
following statements hold

1. Wehave A = Ilz1: A1 Ilze:As. - - - Tz Ay A

2. Wehave B = Ilz:A; Ixo:Ag. - - -z, An. B
3. Either A’ = B’ or both A’ and B’ are sorts.



Note that in particular equal terms are comparable, and that any two
sorts are comparable.

Lemma 4.4. [unique_type_comparable] IfT" -y M : A and
I'Fy M : Bthen A and B are comparable.

Proof. By induction on the structure of M. O

We will prove a little stronger result which implies Theorem

Theorem 4.5. [unique_der_ext]

1. Any two derivation trees of ' \-y are equal.

2. If M and M’ are comparable, then any derivation tree of
T'ky M : Ais equal to a derivation tree of T ¢ M’ : A'.

3. Any derivation tree of I' -y H : M = N is equal to a
derivation tree of T =y H : M’ = N’

Proof. By simultaneous induction on the derivation of the first
judgement in each item, distinguishing cases according to the last
applied rule. O

We need the following definitions.
Definition 4.6. We define the following concepts for AS:

1. T is called legal (or well-formed) if I" ;.

2. M is called a I'-term if there is a judgement with context I
where M appears in as pseudoterm (outside I'). This means
thateither ' -y M : A,y N: M, Ty H: M = N or
'y H: N =M.

3. M is called a term iff it is a I'-term for some context I'.

4. IfT' 5 M : Athen M is said to have a type under I" and A is
called a I'-type.

5. Ais called a I'-semitype iff either AisasortorI' -y A : s for
some sort s.

6. We define I' -y M = N to mean there exists an H such
that I' -y H : M = N and in this case we call M and N

convertible.
7. We define the erasure map | - | on pseudoterms by the following
recursion:
|s|=s |Uz:A.B| =1lz:|Al.|B| |Fal = |F||q|
lz| == [Az:A.b| = Ax:| A.|b] la™| = |a]

Thus | M| is the pseudoterm M with all convertibility proofs
removed. If M is a term, then |M | need not to be a term, but it
always is a AS-term, which we will prove later. We say that M
is a lift of M’ if |M| = M’. We extend the erasure map (and
the notion of lift) to contexts by

|$12A1,...,$nIAn|E.’L’1 : |A1|,...,1’n : |An‘

5. Meta-theory of \;S

In this section we show the equivalence between the type systems
AfS and AS using the equivalence between A.S and AS. In Section
@ we will prove the implication A;S — AS and some properties
about the erasure map. In Section@we will prove a Lemma about
equality between substitutions. Finally in Section[5.3] we prove the
implication AeS — (S, and Product Injectivity as Corollary. All
results in this section have been formalised in Coq. The name of
the corresponding result in Coq is written next to each result.

The system A ¢S satisfies the Weakening, Substitution, Genera-
tion and Type Correctness (a I'-type is a I'-semitype) properties as
usual. We also have the following Lemma.

Lemma 5.1.

1. [equality unique] IfT'Ff H: A= BandT' k5 H : A=
B, then A= Aand B = B.

2. (Equality Typing) [equality_typingl If 'y A = B, then
both A and B have a type under T

Proof. 1. Induction on the derivation of the first judgement. In
(abs-eq) and (prod-eq) one has to note that if Bz := 2]
B[z := 2] then B = B.

2. Induction on the derivation of the judgement.

O

5.1 Erasure map

In this section we will prove some properties about the erasure
map as defined in Definition f.6][7] We start with the implication
ArS = AS.

Theorem 5.2. [PTSF2PTS]

1. IfT b then |T| F;
2.IfT k¢ A: Bthen ||\ |A| : |BJ;
3.IfT' by H: A= Bthen|A| ~3 |B]|.

Proof. We use simultaneous induction on the derivation of the
judgement in each statement, distinguishing cases according to the
last used rule. All cases are easy. O

Lemma 5.3. Suppose Uty H: A= A"andT k¢ A: s. Then

1. [substwt] if Tz’ + A'JA kg then T,z : A /Al =
H
x| Fy.

2. [subst_typ] if I',a' : A,A +y M : N then I,z
A Al =z - Mz’ .= 2%]: N[z’ .= 2¥);

3. [substeq] if Iz’ : A/,A+y H : M = N then T,z :
A Al = 2 Fp H'[Z = 2] . M2’ = %] =
Nz := 27];

Proof. The statements are proved separately from the Substitution
Lemma and other Lemmas. O

Proposition 5.4 (Erasure Injectivity). [erasure_injectivity_term]

If Aand A’ have types underT and |A| = | A’

,thenT by A=A’

Proof. By induction on the structure of A we prove that for all
A’ and T, if A and A" have types under T" and |A| = |A’], then
'ty A = A’ In every step we use induction on the structure of
A O

Lemma 5.5.

1. [erasure_injectivity_term_sort] If A has a type under T’
and |A| = sthenT' Fy A =s.

2. [erasure_term] If |[A] = |BlandT k¢ a :
T-semitype, then there is a lift b of |a| (that is,
thatT' =5 b: B.

3. [erasure_term_typel IfI' Fy a1 : Ay andT ¢y A2 : B
with |A1| = |Az| and | B| = s, then there is a lift as of |a1| and
alift As of |A1| suchthatT Ff as : As : s.

4. [erasure_equality] IfI' by a1 = a2, I' k5 a1 : A
I tf a0 A |A| = |B| and B is a T'-semitype, then there
are lifts b, by of |a1, |az| respectively such that T b by = bo,
Thyby:BandD by by : B.

Aand B is a
al = |b|) such

Proof. The first is by induction on the structure of A. The others
follow from previous Lemmas. O



5.2 Equality of substitutions

In the proof of the equivalence between A ¢S and \.S we need one
more lemma for the (app-eq)-case. If we have a convertibility proof
between two applications, concluded by (app-eq), we need to prove
that the types are also convertible under the same context. This
means that we need to prove Corollary [5.9] but this cannot be done
by a simple induction on the first judgement. For this we need a
more general statement (Proposition [5.8), where = : T can occur
anywhere in the context.

To see why this is the case, let us try to prove Corollary[5.9] So
we want to conclude I' by M|z := a1] = M|z := a2] from the
statements

Ie: Ty M:N; I'krar=az; I'Fpar:T; 'Fpaz:T.

The obvious way to do this is by induction on either M or induction
on the derivation of the judgement I''xz : T ¢ M : N, and
these inductions come down to the same thing. So if we do either
induction, we have a problem in the product case. ThenI', z : T' ¢
IIy:A.B : sz is concluded from ',z : Ty A : sy and I,z :
T,y : Atjs B : so. There’s no problem with applying the IH to
the first judgement, to obtain I' -y Az := a1] = Az := a], but
for the second judgement we have a problem. We cannot apply the
IH to it, because the declaration x : 1" does not occur at the end of
the context. So we get stuck.

‘We might now try to prove a similar statement if we replace the
first judgement in the assumption with I,z : T,y : Aty M : N.
Of course this will also fail in the product case, because one of
the hypotheses to the rule will have an extra declaration to the end
of the context. Still, it is illustrative to try this, because it justifies
the definition we’re about to introduce. Our first question becomes
what the exact formulation of the conclusion becomes if we replace
the first judgement by I', z : T,y : At M : N. One might guess
that the answer is I',y : A Fy M[z = a1] = Mz := a2,
but with a little thought one will see this cannot hold in general.
The occurrences of y in M[x := a1] are expected to have type
Alz := ai] instead of A, and similarly, the occurrences of y in
M|z := a2] are expected to have type A[z := a1]. But this gives
a problem, because there seems no good context to the judgement
? ks Mz := a1] = M|z := a2]. By Substitution we know
that M [z := ai] has a type under I', y : Az := ai] and that
M|z := az] has atype under I', y : A[x := az], but there seems to
be no context where both terms have a type, which we need for our
equality.

To solve this problem, let’s look at what we exactly need in our
attempt to prove the product case above. Then we want to apply
(prod-eq) to conclude

by y:Alz := a1].Blz := a1] = Hy:A[z := a2]. B[z := as].
The hypothesis of this rule which is giving trouble is the hypothesis
which equates B[z := a1] and B[z := az]. The full judgement is
I,y:Alz:=a] ks B[z :=a1] = Bz := ad][y := y"].
Here H is the convertibility proof determined by I' ¢ H : Az :=
a1] = Alz := az], which we already had by the IH on the first
judgement. This gives us exactly the statement we need to prove if
the relevant declaration x : T is the second last declaration in the
context. Then we need to prove that
Dyy: Alz:= a1l by Mz := a1] = M[z := a2][y := yH]
can be concluded from
Dyz:T,y:Aby M :N; T'kp H: Alz = a1] = Az := as];
I'trair=az; T'kFpayr:T; T'kpaz:T.
If we try to prove this with induction, we again fail in the product
case, and we need a new Lemma which states what the formulation

becomes if we move the relevant declaration x : 7" to the third last
position in the context. In this case we need to prove that

Ty s Aifz = aa),y2 : A2z i=aq] by
Mz = ai] = Mz = a2]lyr = 1" ][y := 2]
can be concluded from the following six judgements
Tx:T,y1:Ar,y2: Aobf M N; T'kpay:T; T'hpan: T,
Thyar=ag; Thyp Hi: Az = a1] = Aiz := aq];
Dyy1: Ai[z :=a1] by Ho @ Az := a1] = Asfz = a2][y1 == y{{]

This illustrates what the general case must be. If the first assump-
tion becomes I', z : T, A ¢ M : N with A a context with n dec-
larations, then we need to prove the equality between M [z := a4]
and M[z := a2][---] where the second term also has n substi-
tutions for all n variables in the domain of A. For this we need
n equality judgements in our assumptions, proving equalities be-
tween the types occurring in A with similar substitutions.

Note that a similar problem occurs if one tries to prove the
Substitution Lemma where the substituted variable only appears
in the last declaration of a judgement. If one tries to prove that
Pz:AFy B:CandT Ff a: AimpliesT F; Bz = a] :
C[z := a], then one also runs into trouble when doing the product
or abstraction case, because a declaration comes after the relevant
declaration x : A.

Definition 5.6. For a vector & = (z1,...,%n) write T; =
(x1,...,2;) and & := (z4,...,2,). We use the same notation
for pseudocontexts.

Let Z = (x1,...,%n) and §¥ = (Y1, ..., Yn) be two vectors of
variables, and H= (H 1y--.,H, n) be a vector of pseudoconvert-
ibility proofs. Define for a pseudoterm M the n-fold substitution

M@ = 7] == Mlzy = g/ )[os == y}'2] - [z 1= y/'"]. For

a context A we define A[# := 7] similarly.

First we need some information about typing of these n-fold
substitutions. The idea is that we use Lemmal[5.3|repeatedly.

Lemma 5.7. LetT and A = y; : D1,...,yn : D, and A’ =
Yy Di, ...,y : D), be (pseudo)contexts such that T', A is legal.
Suppose for all i € {1,...n} we have T, A;_1 Fy H; : D; =
Di[??i—l = Za_/ﬁifl}' Then
1. [substmult typ] If I, A" -y M : N then for all k < n we
have T, A, A4V [gy, = %] by Mg := 7% : N[ :=
i
Ui "]
2. [substmult_eq] If A" -y H :AM = N then fot all
k < nwe have T', A, A" g, = g% k5 Hlge == §0%] :

Mgk =7y *] = N[Js = 5 %]

’

In particular (for k = n) we have T,A by M[y := g7
N [y7 := ¢ (and the variant of this for equality judgements).

Proof. The statements are proved separately by inductionon k. [

Now we can prove the general statement.

Proposition 5.8. [equality_subst_ext] Let I and A = y1 :
D1, ...,Yyn : Dy be pseudocontexts. Suppose that I =7 a1 = ao
andT' by a1 : TandT by ay : Tand T,z : T,AFy M : N
and for all i € {1,...,n} we have I',Ai_1[z := a1] by Hi :
D,z := a1] = D;[z = as][fi—1 = g}'fjl’l]. Then T, Az =
ai] Ff Mz := a1] = Mz = a2][if := §7].



Proof. Use induction on the derivation of I';x : T, A F;y M :
N. O

Corollary 5.9. [equality_subst] IfI',x : T -y M : N and

'ty a1 = a2andl Fy a1 : Tand T’ ¢ as : T then
Pky Mz :=a1] = M|z := a2].
Proof. This is the case n = 0 of Proposition[5.8] O

5.3 Equivalence

Theorem 5.10. [PTSeq2PTSF] For all A\.S contexts I, and all
AeS pseudoterms M, N, T the following statements hold.

1. If T\~ then there is a legal lift T’ of T.

2. IfT' e M : T, then there is a legal lift T of T, and for every
legal lift T of T there are lifts M', T' of M, T respectively such
that T =y M’ T';

3 IfT e M = N : T, then there is a legal lift I of T, and
for every legal lift T of T there are lifts M', N’ , T' of M, N, T
respectively such that 7' =y M’ = N, TV +y M’ : T" and
Iy N 2T

Proof. We prove all statements by simultaneous induction on the
derivation of the A\.S-judgement. We distinguish cases according
to the last applied rule. O

Theorem 5.11. [PTS12PTSF] For all AS-contexts I' and all \S-
terms A and B the following statements hold.

1. If T is legal then there exists a legal lift of T';

2.IfT'+ A : Band 1" is a legal lift of T, then there are lifts A’
and B’ of A and B respectively such thatT' 7 A’ : B;

3. If A ~3 B, A and B both have a type under T and T is a legal
lift of T', then there is a convertibility proof H and there are lifts
A" and B' of A and B such thatT' -y H : A’ = B’

Proof. Only the third implication requires some work, because in
AeS equalities are only allowed between terms with equal types. By
the Church-Rosser Theorem there is a term C such that A —g C
and B -3 C. Weknow that ' - A : Ty and "' - B : T3, so
by Subject Reduction we know that ' = C' : Ty and ' - C' : Tb.
By Theorem we now conclude that I' ., A = C : T} and
I' v C = B : T. Now by Theorem we conclude that
there are lifts A’, C’,C", B’ of A, C,C, B respectively, such that
Ity A"=C" and " by C" = B’ and all four terms have a type
under I'". By Erasure Injectivity we conclude that T” +; C' = C”.
We conclude that I ¢ A" = B’ using (trans) twice. O

Combining everything, we have proven the equivalence be-
tween AS and A¢S.

Theorem 5.12 (Equivalence between AS and A ¢S). [PTSlequivPTSF]

For all \S-contexts T" and all \S-terms A and B the following
statements hold.

1. T is legal iff there exists a legal lift of T';

2. T+ A : Biffthere are lifts T, A', B’ of T', A, B respectively
such thatT' ¢ A" : B;

3. A ~g B and A and B both have a type under I iff there is a
convertibility proof H and there are lifts T/, A', B’ of T', A, B
suchthatT' +5 H: A" = B'.

Corollary 5.13 (Product Injectivity). [Prod_Injective] IfT
[x:A.B = Ilx:A'.B’, then there are convertibility proofs H and
H' suchthatT vy H: A=A andT,z : Ay H : B =
B[z := 2.

Proof. By Theorem|5.12|we conclude that I1z:| A|.| B| ~g ITz:|A’|.|B'|.

Using Church-Rosser we easily obtain |A] ~5 |A’| and |B| ~g
|B’|. Also, by Equality Typing (Lemma [5.1}2) both ITz:A.B and
Ilz:A’.B’ have a type under I, hence the following judgements
hold.

F}—fA:sl,
F,ZL‘:A}—fBZSQ,

Fl—f Alisll,
Iz: Ay B @ s

We start with the convertibility between A and A’. By Theorem
we conclude that |T'| + |A] : sy and |T| + |A'| @ s,
hence by Theorem [5.11] there are lifts A; and A} of |A| and |A’|
respectively, such that I' ¢ A; = A’. By Equality Typing and
Erasure Injectivity (Proposition[5.4), we find that I' -y A = A;
and Ty A} = A’. By (trans) twice, we find a convertibility proof
Hsuchthat T H: A= A"

The convertibility between B and B’ [z := z'] is proven similarly.
This completes the proof. O

6. Formalisation of the proof

The proofs in the previous section are rather technical, and require
way more space to write out in full than was available. To give
more confidence in the proofs and make sure we did not make any
mistakes we have completely formalised all proofs. During the for-
malisation we also discovered some errors in earlier versions of
the proofs of our theorems. We used the proof assistant Coq [11]]
(version 8.4) for this purpose. As starting point we used the formal-
isation of Siles [13]], who has formalised his proof of Theorem [3.1]
in Coq. The most notable difference between the formalisation and
this paper is that we used de Bruijn indices [S]. We chose to use
these because one of the advantages of de Bruijn indices is that one
does not have to consider alpha conversion. There is also a unique
way to represent closed terms, and there is a simple [lift operator
[LO] (or shift operator [1]) which does not require to check fresh-
ness of variables. Siles’ formalisation also used de Bruijn indices.
We used proper names as variables for this paper because they’re
easier to read and write.

The Coq files of the formalisation can be found on the web
at the address http://www.cs.ru.nl/~freek/ptsf/. The files
starting with £_ are a formalisation of the proofs presented in this
paper and the rest is Siles’ formalisation. The following table is a
summary of the files (the number of lines are approximations).

file description lines
f_term definition of terms 450
f_env definition of contexts 250
f_typ definition of the type system 400

and some meta-theory
meta-theory of section|5.1{and 830
and uniqueness of derivations
the equivalence in section 300

f_typ2

f_equivalence

7. Special cases of PTSs

In this section we will consider the specification P, defined below.
Definition 7.1. The specification P = (Sp, Ap, Rp) where
Sp={x0} Ae={(x,0)}; Re={(+,*x%), (00}

This specification is of particular interest, because AP is closely
related to LF Type System [9]. It is also a member of the lambda
cube [3]].

An important property about AP is that it is functional. We first
prove some properties of all functional PTSs.


http://www.cs.ru.nl/~freek/ptsf/

7.1 Functional PTSs

Definition 7.2. A specification (S, A, R) is functional (or singly
sorted) if

e For any two axioms (s1, $2), (s1, 85) € A we have s2 = s5.
e For any two relations (s1, sz, s3), (s1,52,53) € R we have
!
83 = S3.

An important property of functional specifications is that every
term has a unique type. In AS this means ‘unique up to beta con-
version’, but in AfS this really means unique types (up to alpha
conversion).

Lemma 7.3 (Uniqueness of Types) If S is functional, I' =y M :
NandTt¢ M : N, then N = N'.

Proof. We prove this by induction on the structure of M. Note that
in each case the last step in the derivation of the two judgements
'ty M : NandT Fy M : N’ is unique in each induction
step. O

Proposition 7.4 (Equality between Types). IfS is functional, I" +-¢
M=M Tty M: ATty M : A theneitherT by A=A’
or A = A’ and they’re both sorts.

Proof. We prove this by induction on the derivation of I' -y H :
M = M, distinguishing cases according to the last used rule. [J

Remark 7.5. Proposition has some interesting consequences
for functional type systems. Whenever one uses the rules (prod-
eq) or (abs-eq) if S is functional, then the two relations used are
equal. This means that if we replace (prod-eq) and (abs-eq) with
the following two rules, the resulting PTS would be equivalent to
A#S. In both rules the condition (s1, sz, s3) € R is implied.

TFA:s T,z: AFB: s
A : s A B sy
TFH:A=A" T,z:AFH :B=DB[z :=z"]
F'+{H, [x: A|H'} : Ux:A.B = Tlz":A".B’
(prod-eq’)
TkfA:s Dx:AbFsb:B:sy
'y A s 2 A'Fpb B s

T H: A=A T,x:ArF;H :b=V[2 = 2"
Try(H |z: AJH') : A\z:Ab = Mz": A"V

(abs-eq”)

We will see in Example that these rules are more restrictive
when the specification is not functional. We will also see in this
Example that Proposition cannot be generalised to arbitrary
type systems, not even when weakened to the statement that both a
and b have a type which are equal, i.e. “If I' -y a = b then there
are terms A and B such thatT' 5 a : A, T' 5 b : B and either
'y A=BorA=B”" (%]

Example 7.6. Given the specification S = (S, A, R) where
S = {*’ D7 Dl7 A? A/};
A={(x0),(x0),(0,4),0, A}
R ={0,0,0), 0,0, 0}

Now c0n91der a = Ia: % x5 and b Ilz: + .+ . Note that

b Aiff A= Oand that -y ' : Biff B = 0. Looking
which relatlons could be used to type a and b we can now deduce

thatty a: Aiff A=Oand by b : Biff B = [J'. One can derive
- oyt oy ., O_ 0O
se(#7)" (7)1 %7 =+, and hence by (prod-eq) that

Fr & Lz (+7) (7)) a =0

Also note that -5 00 = O’ would imply that O ~z [’ which is
false by the Church-Rosser Theorem. This tells us two things.

1. Even though -5 a = b, there is no type A of a convertible with
atype B of b.

2. The rule (prod-eq) can be used where the relations (s1, s2, $3)
and (s, sy, s5) are different relations (and a similar example
can be used to show the same for (abs-eq)).

The second remark doesn’t necessarily mean we can prove less
equalities if we would only allow (prod-eq) with s; = s;. Because
if we use (prod-eq’) twice one can prove

Fr {1, [x: *]L(

Fy {1, [z : *]L(
Then we can still prove ¢ a = b using (trans). It is unknown if
this trick can be generalised, such that the rules (prod-eq’) and (abs-
eq’) would suffice to prove all convertibilities which are provable
in AfS. (%]

*E)T} ca = Ilx: x .x
*ﬁ)} cIlx: % .x = b.

7.2 The system \¢P

In the specification P one can do another simplification of the rules.
In the rules (conv) and (iota) and can leave out the assumption
'k A’ : sbecause in this case this is automatically true.

Proposition 7.7. In A\fP the following statements hold.

1L IfTFfH:s=Xor'Ff H: X =sthen X = s.
21T+ H:A=BandT'ty A:sthen'y B : s.

Proof. 1. First note that s = *, because s has a type under I'.
Now we prove the statement by induction on H, which uniquely
determines the last used rule of the derivation of the judgement
in the hypothesis.

2. This follows from Proposition[7.4]and Part[T]of this Proposition.
O

Remark 7.8. This means that one can remove the assumption
'y A’ : s from (conv) and (iota), because if I' - a : A then
A is a I'-semitype by Type Correctness, and since A has a type
under I" by Equality Typing we know that I" = A : s for some sort
s.

In other specifications the above Lemma is false, and by remov-
ing the assumption I" ¢ A’ : s from (conv) and/or (iota) either
Type Correctness or Equality Typing will fail to be true, as Exam-
ple demonstrates. @

Remark 7.9. The system \sP has an LF encoding in which the
type of the encoded term is a dependent parameter of the LF type
encoding the terms. Le., if

'y M:A
then in the encoding we have
"M : term TAT

For a normal PTS this won’t work, as there the type is only de-
termined up to conversion. The LF context for A¢P is shown in
Figure Here the simplications in the rules from the previous
remark have been applied.

In this encoding there is the subtlety that * both occurs as a ferm
of type [, as well as a type (i.e., as the argument of the term type).



To handle this, we have an embedding ¢ from terms to types, and a
predicate is_sort that encodes which types are sorts.

We have not proved the adequacy of this encoding. Also we
have not yet investigated how an encoding like this can be given
for PT'Sss beyond the lambda cube. %]

Example 7.10. Given the specification S = (S, .4, R) where
S={x04}%
A={(0),0,4)}%

R ={(A, A, A)}

LetI" = A : x,a : A. Note that I is legal, and that by (beta)
we can conclude that I' F; (Az:0.%)x : O and that for H =
B((Az:0.%)%)" we have I' F; H : x = (Az:0.%) % . Now
Iy AT (Az:0.#)x. We also have T' ¢ o(A7) : A = AH,

Now suppose that we removed the condition T -7 A’ : s from
(conv). Then the pseudojudgement I' ¢ a"A™) . A would be a
valid judgement, and we would have that

Ty a @) A" (Az:O.x) .

Also note that A® does not have a second type (this follows
from either Lemma [5_1J[T] or Lemma [73). This means that Type
Correctness would be false. Similarly, if we removed the condition
L Fp A s from (iota) but not from (conv), then Equality
Typing (Lemma [5.1]2) would be false. Because we really want the
properties of Type Correctness and Equality Typing, we have the
judgement I' 5 A’ : s as hypothesis for the rules (conv) and
(iota). (%}

8. Conclusions and Future Research

The fact that a PTS and its companion PTS; are equivalent
amounts to the fact that all conversion information between types,
which is implicit in the PTS-term, can be reconstructed to pro-
duce a fully annotated PT'S s-term. This PT'S y-term encodes a full
typing derivation of the original PTS-term (with all conversion
explicitly spelled out), so we can see the proof of Theorem [5.12]as
a type-checking algorithm for the PTS. It would be interesting to
give this algorithm more explicitly.

The present paper is an extension of [7], where a system AF'
has been introduced, which is the PT'S variant of the well-known
PTS AP, the type system corresponding to the Edinburgh Logical
Framework. The paper [7] left the equivalence of AP and AF as
an open problem, but instead proved the equivalence of AP with
a system called AH. The system AH also has terms that encode
conversions, which are added to the proof terms in the same way
as in AF. In AH however, the terms in the equalities do not need
to be well-typed in the sense of the system. So in AH, we have
H : A= A"if H codes a conversion between the pseudo-terms A
and A’ and the conversion rule is

'kha:A ThH, A s

I l_h aH : Al
This is closer to the original conversion rule in PTSs, because
there also the conversion doesn’t have to go through the well-typed
terms. An “H-version”, ApS, can be defined for every PTS, and
this system is then in between AS and A\fS: if I" -y M : A, then
T'kp M : Ajandif ' b, M : A, then [T = |M| : |A], so the
results that we have proved in the present paper about the relation
between AfS and AS immediately extend to A\p,S.

As future research, it would be interesting to extend the idea
of defining an LF context for arbitrary PTSs. This amounts to
parametrizing the definition in Figureover a PTS-specification
and proving the adequacy of this definition.

H: A=A

(conv)

type :
. type — *
: type — %
7t
: ITA,B:type.term A — term B — *

is_sort
term

€q

ref :
sym :

trans

conv

jota :

box :
box_sort :
: term box
. type := iboxbox_sortstar
star_sort :
i« : termstar — type := MA:termstar.istarstar_sort A
: TIA, A’ :termstar.

star’
star

Vx
convx

prod :

abs :

app :

beta :

prod_eq :

abs_eq :

app-eq :

*

IIs:type. is_sort s — term s — type

ITA:type.Ila:term A.eq AAaa
IIA,B:type. [Ta:term A. I1b:term B.
eq ABab — eq BAba

: ITA,B,C:type. Ila:term A. Ilb:term B. Ilc:term C.

eq ABab — eq BCbc — eq ACac
IIs:type. I1S:is_sort s. ITA, A’ :term s.
Tla:term(isSA).eqssAA" — term(isSA’)
IIs:type. I1S:is_sort 5. [TA, A’ :term s.
IMa:term(isSA). I1H:eqssAA’.
eq(isSA)(isSA")a(convsSAA aH)
type
is_sort box

is_sort star’

term(ixA) — eqstarstar AA’ — term(ix A’)
:= AA,A’:term star. Aa:term (i A).
AH:eqstarstar AA’. conv star star_sort AA’aH
IIs:type. I1S:is_sort s. [IA:term star.
I1B:(term(ixA)—term s). term s
IIs:type. I1S:is_sort s. [LA:term star.
IIB:(term(ix A)—term s).
(Ix:term(ix A). term(isS(Bz))) —
term(isS(prod sSAB))
IIs:type. I1S:is_sort s. [T A:term star.
IIB:(term(ix A)—term s).
term(isS(prod sSAB)) — Ila:(term(ix A)).
term(isS(Ba))
IIs:type. I1S:is_sort s. I A:term star.
IIB:(term(ix A)—term s).
I1b: (T1x:term(ix A). term(isS(Bz))).
Ia:term(ix A).
eq(isS(Ba))(isS(Ba))
(app sSAB(abs sSABb)a)(ba)
IIs:type. I1S:is_sort 5. ITA, A’ :term star.
IIB:(term(ix A)—term s).
TIB’:(term(i. A’)—term s).
I1H:eqstarstarAA’.
(Tz:term(ix A). eq ss(Bz)(B'(conv, AA'zH))) —
eq ss(prod sSAB)(prod sSA’B’)
IIs:type. I1S:is_sort 5. [TA, A’ :term star.
I1B:(term(ix A)—term s).
IIB’:(term(ix A')—term s).
TIb: (I1x:term(ix A). term(isS(Bx))).
Iy : (Tlz:term (i A’). term(isS(B'x))).
I1H:eqstarstarAA’.
(TTz:term(ix A).
eq (isS(Bz))(isS(B’(conv. AA'zH)))
(bz) (b (convs AA'zH))) —
eq (isS(prod sSAB))(isS(prod sSA'B’))
(abs sSABb)(abs sSA’B'Y)
IIs:type. I1S:is_sort s. ITA, A’ :term star.
I1B:(term(ix A)—term s).
TIB’:(term(i. A’)—sterm s).
IIF:(term(i¢sS(prod sSAB))).
ITF:(term(isS(prod sSA’B’))).
Ia:(term(ixA)). Ia’:(term(ix A")).
eq(isS(prod sSAB))(isS(prod sSA’B’))FF' —
eq(ixA)(ixA')aa’ —
eq(isS(Ba))(isS(B’a’))
(appsSABFa)(appsSA'B'F'a’)

Figure 7.1. LF context for AsP



Another interesting issue is to extend this work with J-reductions
(for unfolding definitions) and ¢-reductions (for well-founded re-
cursion over inductive types). A practical implementation of type
theory has definitions, and many of them also have inductive types.

Finally, for PT'S ys we have come across the interesting problem
whether the system with the rules (prod-eq) and (abs-eq) replaced
by (prod-eq’) and (abs-eq’), as given on page |9} is equivalent to the
original one. In Section[7.T] we have proven that this is the case for
all functional PT'Ss, but for non-functional PT'Ss it is open.
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