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Abstract

This paper introduces a new color transfer method which
is a process of transferring color of an image to match the
color of another image of the same scene. The color of
a scene may vary from image to image because the pho-
tographs are taken at different times, with different cam-
eras, and under different camera settings. To solve for a
full nonlinear and nonparametric color mapping in the 3D
RGB color space, we propose a scattered point interpola-
tion scheme using moving least squares and strengthen it
with a probabilistic modeling of the color transfer in the 3D
color space to deal with mis-alignments and noise. Exper-
iments show the effectiveness of our method over previous
color transfer methods both quantitatively and qualitatively.
In addition, our framework can be applied for various in-
stances of color transfer such as transferring color between
different camera models, camera settings, and illumination
conditions, as well as for video color transfers.

1. Introduction
Color of a scene may vary from image to image because

the photographs are taken at different times (illumination
change), with different cameras (camera spectral sensitiv-
ity change), and under different camera settings (in-camera
imaging parameter change [10]) (Fig. 1). Photographs of a
scene may also vary due to different photographic adjust-
ment styles of the users [4].

In general, color transfer refers to the process of trans-
forming color of an image so that the color becomes con-
sistent with the color of another image.1 Color transfer is
applied to many computer vision and graphics problems.
One main application is the computational color constancy
in which the color is transferred to remove the color cast by
the illumination [2]. It is also used to generate color consis-
tent image panoramas and 3D texture-maps [11, 14, 23], as
well as to enhance and manipulate images by emulating the
tone and the color style of other images [6, 16, 18].

1The process is also called as color correction, color mapping, or pho-
tometric alignment.

Different camera types (iPhone vs. Canon) (Building)

Different camera settings (Sculpture)

Illumination changes (Campus)

Photographic retouches (Gangnam1)

Figure 1: Changes in image color due to different factors.
The images in the third column are our results of transfer-
ring the color of the images in the first column to that of the
second column.

The goal of this paper is to introduce a new mechanism
for transferring color between images. We are particularly
interested in employing a full nonlinear and nonparametric
color mapping in the 3D RGB color space instead of using
a linear color transformation, modeling color channels sep-
arately, or matching statistical color measures (mean and
variance) between images in an uncorrelated color space.
Utilizing a full 3D color transformation is especially useful
for explaining the in-camera imaging pipeline which was
recently introduced in [10]. To solve the nonparametric 3D
color transfer problem, we employ a scattered point inter-
polation scheme based on moving least squares and make
it more robust by combining it with a probabilistic model-
ing of the color transfer. Our framework can be applied for



various instances of color transfer such as transferring color
between different camera models (e.g. iPhone and a Canon
DSLR) and camera settings (e.g. white balance and picture
styles), illumination conditions, and photographic retouch
styles as shown in Fig. 1.

2. Related Work

2.1. Color Transfer

Given an RGB value x = [r, g, b]>, the most com-
monly used method for transferring the color is to apply
a linear transformation: x′ = Mx, where M is a 3 × 3
matrix describing the mapping of the three color channel
values. Although the matrix M can be of any arbitrary
form, a simple diagonal model is used more often than not,
especially in the computational color constancy work [2].
While the linear transformation model provides a simple
yet effective way to transform colors, it shows clear limi-
tations in explaining the complicated nonlinear transforma-
tions in the imaging process. Another method for trans-
ferring color is to use a general polynomial model [7]:
x′ = M′ · [rn, gn, bn, ..., r, g, b, 1]>. By introducing higher
degree terms, the polynomial model can compensate for the
nonlinearities better than the linear model.

Another popular color transfer method is based on the
statistics of the color distribution in images, first proposed
by Reinhard et al. in [16]. The images are transformed
to the uncorrelated lαβ space and the color transform is
computed by matching the means and the standard devia-
tions of the global color distributions of the images. This
approach served as the baseline for other following color
transfer works such as in [14, 15, 18]. While this statistical
approach is effective in transferring the look and the feel of
the image color (which is good enough for some applica-
tions), it may not be practical for photometrically aligning
different color values accurately.

Some other color transfer methods include computing
the brightness transfer from 2D joint histograms of reg-
istered images [11] and a 2D tensor voting scheme [8].
For more detailed comparisons and evaluations of different
color transfer methods, we refer the readers to [23].

Compared to the previous methods described above, the
main contribution of this paper is that we present a nonlinear
and nonparametric color transfer framework that operates
in a 3D color space. This new framework for color transfer
fits well with the in-camera imaging process recently in-
troduced in [10], where it was shown that the color values
are processed in a highly nonlinear fashion in the 3D color
space due to components such tone-mapping and gamut
mapping. Experiments show that our method can align col-
ors much more accurately than the other frameworks and
the proposed method is general enough to be used for many
different applications.

2.2. Moving Least Squares

Moving least squares (MLS) is a scattered point inter-
polation technique first introduced in [12] to generate sur-
faces. Using the MLS method, one can reconstruct a con-
tinuous function from a set of point samples by incorporat-
ing the weighted least squares scheme, which gives more
weights to those samples that are closer to the point being
reconstructed (see Fig. 2(a)). The MLS approach has been
successfully used for image deformation [17], surface re-
construction [5], and image superresolution and denoising
[1]. In this paper, we apply the MLS method to the color
transfer problem. To fit the MLS to the color transfer prob-
lem, we further incorporate a probabilistic measure to the
MLS to strengthen the performance and add a parallel pro-
cessing scheme to increase the computational efficiency. To
the best of our knowledge, this is the first attempt to employ
the MLS framework for transferring color.

3. Color Transfer Algorithm using Probabilis-
tic Moving Least Squares

We introduce a mechanism for transforming color given
a set of correspondences between a pair of images I and J .
By employing a nonlinear and nonparametric method, we
can model various sources of color changes between im-
ages without targeting a specific form of the color change
(e.g. exposure change, illumination change, etc.) in ad-
dition to modeling the color change more accurately com-
pared to parametric methods such as the linear 3 × 3 map-
ping and the distribution matching [16].

Fig. 2 sketches the idea behind our Probabilistic Moving
Least Squares (PMLS) framework for color transfer. Using
the MLS framework, the color transfer can be computed for
each input color by considering the distance of the input
color to the control points, which are in our case a set of
corresponding color points (Fig. 2(a)). A set of correspond-
ing points given by an image registration algorithm can in-
clude many outliers, which can in turn adversely influence
the MLS results. To deal with mismatches and noise, we
employ a probabilistic approach by computing the proba-
bility of the bidirectional color transfer between the corre-
sponding control points (Fig. 2(b)) and combining it with
the MLS. The weights for the scattered point interpolation
using PMLS now depends on not only the distance but also
the probability of the color transfer between the correspond-
ing points (Fig. 2(c)). We now explain the details of our
algorithm in the following subsections.

3.1. Moving Least Squares Framework

Let u and v be the sets of the corresponding pixel values
([r, g, b]>) for images I and J respectively, and they will
serve as the control points of the MLS algorithm. Given an
RGB value x in image I , we solve for the transformation



Color distribution in 3D RGB space (uk)

Input image

Color distribution in 3D RGB space (vk)

Reference image

(c) Probabilistic Moving Least Square

(a) Moving Least Square

(b) Probabilistic modeling 
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Figure 2: The PMLS concept. (a) The original MLS framework, the thickness of the line indicates the distance weight. (b)
The probability of the bidirectional color transfer between the corresponding control points (Eq. 13). (c) The proposed PMLS
framework. The thickness of the line indicates the distance weight and the size of the circle is proportional to the probability
of the color transfer between the corresponding points.

Tx that minimizes
m∑
k=1

wk
∣∣Tx(uk)− vk

∣∣2, (1)

where m is the number of control points and wk is the
weight defined as

wk =
1∣∣uk − x
∣∣2α . (2)

The name Moving Least Squares comes from the fact that
the weightswk in this least squares problem change depend-
ing on the color x to be evaluated [17]. Therefore, the trans-
formation Tx also varies for each x.

For image deformation work [17], a rigid transformation
Tx was chosen as the most realistic transformation since
it maintains the geometric properties with less degrees of
freedom. However, for our color transfer work, the transfor-
mation should be general as to model different elements of
the color deformation such as illumination change, nonlin-
earities in the camera pipeline, or photo-editing by a user.
Therefore, we choose the following affine transformation
for Tx:

Tx(x) = Axx+ bx, (3)

where Ax is a full 3 × 3 matrix and bx represents a trans-
lation.

By taking the partial derivative of Eq. 1 with respect to
bx, we get

bx = v −Axu, (4)

with u and v being the weighted centroids,

u =

∑
k wkuk∑
k wk

, v =

∑
k wkvk∑
k wk

.

Eq. 3 can then be rewritten as

Tx(x) = Ax(x− u) + v, (5)

and Eq. 1 becomes∑
k

wk
∣∣Axûk − v̂k|2, (6)

where ûk = uk − u and v̂k = vk − v.
Ax can be computed by minimizing Eq. 6 as

Ax =
(∑

k

wkûkû
>
k

)−1∑
k

wkûkv̂
>
k . (7)

After computing Ax and bx, the color x in image I to be
evaluated is transformed to the color Ax(x− u) + v.

In the MLS framework, the accuracy of the color trans-
fer would depend on the number of control points. Since
increasing the number of control points would also increase
the computational load, we devised a parallel processing
scheme to speed up the color transfer computation. The
summations in Eq. 7 are not well suited for the paralleliza-
tion, so we rewrite the equation as follows:

Ax = ivec(w>y1)
−1 × ivec(w>y2)

s.t. y1 = [vec(û1û
>
1 )
>, · · · , vec(ûkû>k )>]>,

y2 = [vec(û1v̂
>
1 )
>, · · · , vec(ûkv̂>k )>]>, (8)



(a) Reference image
(aligned)

(b) Input image (c) MLS (d) PMLS (Sec. 3.3) (e) PMLS with extrapola-
tion (Sec. 3.4)

Figure 3: MLS vs. PMLS. Matching errors adversely affect the performance of the MLS algorithm, while the PMLS can ab-
sorb the matching errors due to the probabilistic modeling (d). Color transfer in the non-overlapping region is also effectively
modeled with our extrapolation scheme (e). We recommend the readers to zoom-in to see the difference clearly.

where wT is a row vector of m elements constructed by
stacking the weights for them control points, vec(·) denotes
a vectorization operation that converts a 3 × 3 matrix to a
row vector of size 1 × 9, and ivec(·) denotes an inverse-
vectorization operator that converts a 1 × 9 row vector to a
3 × 3 matrix. Instead of the summations in Eq. 7, we can
now compute transformation matrix Tx more efficiently by
matrix multiplications, which can be easily parallelized. We
implement the parallel processing using a GPGPU.

3.2. Probabilistic Modeling of the Color Transfer

The MLS framework is built upon the control points,
which are basically corresponding colors in a given image
pair in our color transfer problem. Finding correspondences
between two images is not an easy task and matching errors
do exist in many registration algorithms. Since the outliers
in the matching can severely affect our MLS framework,
we propose to use a probabilistic modeling of color trans-
fer in order to gain robustness against the outliers and noise
by taking into account the reliability of the computed corre-
spondences.

We determine the reliability of each corresponding color
pair by considering both the probability of the forward
mapping (input image I to reference image J) and the re-
verse mapping (reference image J to input image I). Let
I(r, g, b) and J(r, g, b) indicate the RGB values in the in-
put image I and the reference image J respectively. To
simplify the formulation, we define an indexing function
in the input image from r, g, b values to a single index i
as I{(r, g, b) ↔ i} (j is the index of the reference image).
From a set of corresponding color values computed through
an image registration algorithm, we can first compute the
probability of each mapping as follows:

p(I(i), J(j)) =
# matches(i, j)

# total matches
. (9)

Then, we define the probability of the mappings as:

p(M{I(i), J(j)}) , p(I(i)|J(j))p(J(j)|I(i)), (10)

whereM{·} denotes a mapping function between i and j.
p(I(i)|J(j)) and p(J(j)|I(i)) can be simply computed us-
ing the Bayes’ theorem and the marginalization as follows:

p(I(i)|J(j)) = p(I(i), J(j))

p(J(j))

=
p(I(i), J(j))∑n
k=1 p(I(k), J(j))

,

(11)

p(J(j)|I(i)) = p(I(i), J(j))∑n
k=1 p(I(i), J(k))

. (12)

Note that considering both directions in Eq. 10 has the effect
of reducing the outliers.

The final color mapping probability between the two im-
ages can now be computed as

p(M{I(i), J(j)})

=
p(I(i), J(j))2∑n

k=1 p(I(i), J(k))
∑n
k=1 p(I(k), J(j))

.
(13)

Since the space of possible color is much bigger (2563) than
the color distribution of an image, we divide the color space
by fixed-size(n) bins for computing p(M{I(i), J(j)}).
The mapping functionM{·} is essentially a n × n matrix
with (I(i),J(j)) representing the bin index. We set the bin
size as 20×20×20 in all of our experiments, in which case
the number of bins n = 13× 13× 13 = 2197.

3.3. Probabilistic Moving Least Squares

Probabilistic modeling of the color transfer in the previ-
ous subsection provides the reliability measure of the con-
trol points. We now combine this reliability measure to the
MLS framework by considering the probability of the color
transfer of the control points in addition to the distance of
the color to be evaluated to the control points. The weight
in Eq. 2 becomes :

wk =
1∣∣uk − x
∣∣2α + ε

× p(M{I(i), J(j)})

s.t. uk ∈ I(i),vk ∈ J(j). (14)



PSNR (dB) SSIM
Base Rein[16] 3×3 Poly [7] BTF[11] Tai[19] CIM[14] Ours Base Rein[16] 3×3 Poly[7] BTF[11] Tai[19] CIM[14] Ours

building 12.366 19.565 17.614 20.994 18.468 20.173 20.898 21.502 0.684 0.816 0.800 0.858 0.844 0.822 0.861 0.850
flower1 15.405 19.949 22.936 25.507 21.747 19.719 22.846 26.219 0.942 0.958 0.965 0.970 0.952 0.901 0.966 0.973
flower2 18.823 22.554 23.431 25.372 24.453 22.410 24.604 25.988 0.890 0.903 0.907 0.929 0.927 0.864 0.927 0.937

gangnam1 21.575 21.973 28.511 30.853 22.625 24.009 29.164 34.724 0.944 0.950 0.969 0.980 0.944 0.887 0.974 0.982
gangnam2 19.654 24.256 27.558 30.711 24.807 24.169 27.958 37.793 0.957 0.949 0.957 0.969 0.965 0.934 0.967 0.989
gangnam3 18.250 23.124 25.237 26.742 20.824 21.874 25.379 35.350 0.960 0.918 0.971 0.972 0.952 0.849 0.973 0.991

illum 14.581 18.595 18.181 19.386 18.370 18.715 19.180 19.567 0.532 0.594 0.580 0.612 0.601 0.591 0.613 0.611
mart 18.460 21.204 22.989 23.639 22.675 21.986 22.405 23.701 0.892 0.881 0.895 0.896 0.893 0.882 0.887 0.897

playground 20.601 23.770 24.509 25.398 23.225 25.204 25.858 26.742 0.885 0.905 0.906 0.910 0.880 0.904 0.914 0.918
sculpture 16.152 26.170 27.783 30.011 29.538 25.956 29.011 30.244 0.953 0.969 0.972 0.974 0.973 0.926 0.972 0.973

tonal1 17.642 25.382 25.589 32.498 33.203 24.772 32.842 35.245 0.902 0.944 0.956 0.980 0.989 0.917 0.988 0.990
tonal2 18.043 25.566 27.327 28.375 23.393 23.051 27.001 30.592 0.966 0.985 0.983 0.987 0.983 0.978 0.986 0.994
tonal3 15.963 25.327 26.284 28.729 28.192 24.437 28.274 33.866 0.890 0.964 0.956 0.978 0.983 0.940 0.985 0.996
tonal4 14.274 24.402 24.370 29.430 28.350 23.806 29.878 33.726 0.853 0.947 0.955 0.982 0.982 0.873 0.984 0.991
tonal5 18.429 25.227 24.780 29.813 29.249 21.673 29.824 34.169 0.933 0.955 0.967 0.975 0.988 0.925 0.985 0.991

Table 1: Quantitative evaluations. Red, blue, and green indicate 1st, 2nd, and 3rd best performance respectively. The
proposed PMLS method outperforms other methods in terms of PSNR and SSIM when applied to various test image sets
such as the tonal adjustment database [4], captured image pairs with different camera settings, cameras, illumination and
different photo retouch styles.

Again, uk and vk denote the color of the kth corresponding
points in image I and J respectively. The term ε is added
because there may exist other points with the same color as
the control point uk in our color transfer problem. We set ε
to 1 in all of our experiments. By combining the probability
term to the weight, our probabilistic moving least squares
(PMLS) can now deal with the registration errors and noise
more effectively. The parameter α in Eq. 14 controls the
weighting on the control points in the scattered point inter-
polation. A large α value places a hard constraint on the
given color matches while a smaller α would allow for a
smoother interpolation with a soft constraint. In our exper-
iments, we set α to 2.

For our PMLS framework, we need a sufficient amount
of color matches between an image pair in order to cover a
large range of color as well as to compute the probability
of the color transfer (p(M{I(i), J(j)}). We register two
images by a planar homography [3] although other image
matching schemes can also be used such as dense stereo
matching [20], SIFT flow [13], etc. After the image regis-
tration, we randomly select a small portion of the match-
ing points (1% in this work) as the control points of our
PMLS algorithm. Fig. 3 shows the performance improve-
ment by using the PMLS(Fig. 3(d)) over the conventional
MLS scheme(Fig. 3(c)).

3.4. Extrapolation Scheme

Since the PMLS is essentially an interpolation method,
problems may arise when the overlapping area between the
input and the reference is small as shown in Fig. 3. For a
color point outside the overlapping region, there may not
be control points nearby to effectively transfer the color.
To deal with this extrapolation issue, we additionally add

control points in the color range that is not covered in the
overlapping region. If a bin in the color mapping bins com-
puted in Sec. 3.2 does not include any points, we add the
center point of this bin as a control point. Destination of
this color point is determined by a parametric color trans-
fer model (2nd order polynomial [7]) computed with the
control points in the overlapping region. The effectiveness
of our extrapolation scheme is shown in Fig. 3 (e), which
shows the improvement in the color consistency in the non-
overlapping regions (e.g. ceiling).

4. Experiments
In this section, we provide a variety of experiments to

validate our PMLS algorithm for color transfer. The com-
putational time of our method is proportional to image size
and the number of control points. With our CUDA imple-
mentation using nVIDIA Quadro 4000, it takes 4.5 seconds
to color transfer an 1M pixel image.

We first provide quantitative evaluations of different
color transfer algorithms in Table 1. The evaluation
datasets2 include many sources of the color change includ-
ing different cameras, different camera settings, different
illuminations, and different photo retouch styles. Given a
registered image pair, the color of the first image is trans-
ferred to match the color of the second image, and then
PSNR and SSIM (Structural SIMilarity) [21] are computed
over the corresponding pixels as the measures of the perfor-
mance 3. As for the SSIM which is a measure of structural

2The datasets used for the evaluation is shown in the supplementary
material.

3Note that although the registration errors may affect the evaluation
measures, the measures for different methods were computed using the
same registration information.
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Input video
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Figure 6: Workflow of the video color transfer. The user
retouches the color of just one frame and the color transfer is
computed between the original image and the edited image.
The same color transfer is applied to all other frames for the
video color transfer.

similarity, our PMLS scheme outperforms other method in
most cases although the difference is relatively small. The
PSNR measures the difference in color after the transfer
and maximizing this measure is the ultimate goal of this
paper. In terms of PSNR, our framework outperforms all
other methods for all datasets especially for different cam-
era cases and photo retouch examples since they are highly
nonlinear which is difficult to model parametrically.

In Fig. 4, we show more qualitative and quantitative
evaluations. For the qualitative evaluation, the results are
shown by creating an image mosaic by switching between
the reference image and the transformed image column-
wise. When the color transfer is accurate, the resulting
mosaic should look like a single image as is the case with
our method. Errors maps are also provided for quantitative
evaluations. Again, it can be seen that our PMLS frame-
work outperforms other state-of-the-art methods both qual-
itatively and quantitatively.

As for the application of our color transfer framework,
we first apply it to align color of different images to cre-
ate a color consistent image panorama as shown in Fig. 5.
With our color transfer, we can create a color consistent
panorama without any blending as can be seen in the fig-
ure.

We further apply our method for video color transfer as
shown in Fig. 6. In the video color transfer application, a
user only has to retouch or edit one frame of the video to
change the color scheme of the whole video clip instead of
retouching all other frames. The user picks a frame in the
video clip and edits the color of the frame. The color trans-
fer is computed between the original frame and the edited
version of the frame. Then the computed color transfer is
applied to all other frames in the sequence, resulting in a
consistent color transferred video as shown in Fig. 7.

5. Discussion
We have presented a new mechanism for transferring

color between images using a probabilistic moving least
squares framework. Through numerous experiments, we

have shown that our method can transfer color between im-
ages more accurately than the previous color transfer meth-
ods and be used for interesting applications such as video
color transfers.

Currently, our color transfer framework is applied glob-
ally in the spatial domain, acting as a one-to-one color map-
ping function. This color model explains many instances
of color variation such as different camera, different cam-
era setting, and global tonal retouch very well as seen in
the paper. Our model can also explain illumination varia-
tions such as global lighting color variations (as in the com-
putational color constancy) and even directional illumina-
tion change as long as the mapping is one-to-one. How-
ever, our method will have problems for one-to-many color
mappings, e.g. local illumination variations due to shadows,
specularities, and etc. In the future, we would like to take
this locality into consideration by looking for piecewise-
consistent color mappings between images as in [9]. Fur-
thermore, we would like to explore extending our frame-
work for N-view case where there are more than 2 overlap-
ping images [22] by employing a joint optimization scheme.
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other methods show clear discrepancy. We recommend the readers to zoom-in to see the difference clearly.
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alignment is obtained from [3].
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