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Résumé.

Simuler la propagation des ondes radio est un dé� important, en particulier pour
le développement de logiciels d'aide au déploiement de réseaux sans �l. Dans le
cas de la propagation en environnement con�né (Indoor), la complexité des bâti-
ments engendre de nombreux phénomènes de ré�exion et di�raction, d'où la né-
cessité d'utiliser des modèles déterministes. Ces modèles déterministes cherchent
à prendre en compte précisément tous les rayons et peuvent être divisés en deux
grandes familles : les modèles géométriques encore appelés modèles à rayons mul-
tiples prenant en compte les rayons ré�échis et transmis, et les modèles numé-
riques ou discrets basés sur la résolution des équations de Maxwell. L'approche la
plus classique consiste à utiliser les méthodes de type géométrique car moins com-
plexes, et d'améliorer leur précision en utilisant par exemple la théorie uniforme
de di�raction.

Dans cette thèse nous suivons la démarche inverse. Nous partons d'une mé-
thode discrète, très précise, et cherchons à réduire sa complexité tout en pré-
servant la qualité de prédiction. La méthode MR-FDPF est construite à par-
tir de la formulation dans le domaine fréquentiel de l'équation initiale des �ux
partiels (ParFlow). Cette transposition dans le domaine fréquentiel ramène le
problème à la résolution d'un système linéaire. Ce système est résolu par une
approche multi-résolution grâce à la dé�nition de noeuds multi-résolution (MR-
nodes), ensembles rectangulaires élémentaires de noeuds de transmission. Cette
structuration de l'espace permet de réduire l'espace des �ux aux �ux de bords
uniquement, ce qui permet de réduire signi�cativement la complexité du calcul
de propagation en déportant une grande partie des calculs dans une phase de pré-
traitement. Cette phase de prétraitement a le grand intérêt de ne pas dépendre
de la position des sources, ce qui peut être exploité e�cacement lors du calcul de
sources multiples. De plus, l'approche multi-résolution permet d'adapter le ratio
complexité/précision en stoppant les calculs lors de la phase descendante, à un
niveau de résolution intermédiaire. Contrairement au lancer de rayon, où ce com-
promis est géré par la sélection du nombre maximal de ré�exions à prendre en
compte, nous ne faisons ici aucune hypothèse réductrice quant aux conditions de
propagation. L'implémentation de la méthode MR-FDPF et certaines optimisa-
tions algorithmiques sont présentées : un découpage adaptatif de l'environnement
permet de réduire signi�cativement les besoins en ressources mémoire et en temps
de calcul. De plus, l'utilisation d'un stockage global des �ux permet de réduire la
mémoire nécessaire.



La méthode MR-FDPF a alors été adaptée pour la simulation de réseaux
Wi�. Pour cela les paramètres de réglage du simulateur (pas de discrétisation,
fréquence) sont présentés et judicieusement choisis. La calibration du moteur de
propagation est indispensable. Sa mise en place et les résultats de précision sont
présentés. L'erreur obtenue entre mesure et simulation est inferieure à 4dB. Les
avantages de la méthode MR-FDPF sont véri�és : prise en compte des phéno-
mènes physiques, majorité de la complexité regroupée dans la phase de prétraite-
ment, et phase de propagation très rapide en particulier grâce à l'utilisation d'un
plus grand pas de discrétisation. Initialement développée en 2D, nous étendons la
méthode à un pseudo 3D, adapté aux environnements multi-étages. Nous propo-
sons également une approche basée sur les antennes à synthèse d'ouverture pour
permettre la simulation d'antennes directives

Pour �nir, nous étendons l'algorithme MR-FDPF à un vrai 3D. Pour cela
deux nouveaux �ux Up et Down correspondant aux directions selon l'axe z sont
ajoutés à la méthode MR-FDPF initiale. Les matrices de di�usion et la phase
de propagation sont adaptées pour prendre en compte ces nouveaux �ux. Le
passage de la méthode MR-FDPF en 3D engendre une augmentation importante
de la complexité et des besoins en ressource mémoire. Nous nous intéressons alors
aux méthodes de réduction d'espace et de projection sur l'espace associé aux
plus fortes valeurs singulières pour diminuer la taille des données à stocker, sans
changer la résolution.

En�n, nous présentons quelques perspectives. La première est l'extension de
la méthode aux environnements urbains. La deuxième est l'intégration dans les
prédictions des évanouissements. Pour �nir, nous décrivons comment cet outil
de prédiction a pu s'intégrer dans un outil d'optimisation et de plani�cation des
réseaux LAN radio de type WiFi.
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Chapitre 1

Introduction.

1.1 Contexte.

1.1.1 Historique.

La transmission radio a vu le jour en 1865, lorsque Maxwell prouve l'existence
des ondes électromagnétiques. En 1888 Hertz véri�e l'existence de ces ondes par
l'expérience, et en 1893 Tesla puis Marconi font les premières démonstrations de
communication radio. Depuis la �n du 19ème siècle, et de nos jours encore, les
chercheurs n'ont cessé d'améliorer les communications sans �l, que ce soit pour
la radio, la télévision, les satellites...
Au cours du 20ème siècle apparaissent les notions de réseaux consistant à relier
les terminaux entre eux par des liaisons �laires. C'est l'exemple du téléphone ou
des réseaux informatiques. Par soucis de simplicité (suppression des câbles) et
de mobilité, les câbles ont �nalement disparu au pro�t des communications par
radio : en 1982 est validée la norme GSM pour les téléphone sans �l, puis en
1999 la norme 802.11b pour les réseaux informatiques. C'est alors l'explosion des
réseaux sans �l qui deviennent de plus ou plus présents dans notre société de tous
les jours. Aujourd'hui en ce début de 21ème siècle, les évolutions et les nouvelles
applications ne cessent de se développer.

1.1.2 Les réseaux sans �l.

Il existe de nombreuses normes de réseaux sans �l suivant les applications vi-
sées, ayant chacunes des propriétés spéci�ques. Ces réseaux sont basés sur la pro-
pagation d'ondes pour transmettre les données et, suivant les distances à couvrir,
di�érentes fréquences et di�érents protocoles ont été utilisés. Ainsi, par exemple,
les ondes radio sont utilisées pour les réseaux de téléphonie GSM qui sont à
l'échelle d'un pays, mais aussi pour les communications BlueTooth servant à faire



12 Introduction.

Fig. 1.1 � Les couches réseau du WiFi.

communiquer deux terminaux entre eux sur quelques mètres.
Les réseaux sans �l ont été classé en grandes familles suivant leur taille.
Les WAN (Wide Area Network) s'étendent sur de nombreux kilomètres à l'échelle
d'un pays.
Les MAN (Metropolitan Area Network) à l'échelle d'une ville.
Les LAN (Local Area Network) à l'échelle d'un bâtiment ou d'un campus.
Les PAN (Personnal Area Network) sur des distances de quelques mètres à
l'échelle d'une pièce.
Nous nous intéresserons dans cette thèse au contexte LAN sans �l, ou WLAN
pour Wireless Lan. La norme la plus populaire aujourd'hui est la norme IEEE
802.11, commercialisée sous le nom de WiFi (Wireless Fidelity).

1.1.3 La norme 802.11.

L'organisme américain IEEE propose dans le cadre de ses activités des stan-
dards qui sont ensuite repris par l'industrie. Il a dé�ni la norme 802 comme
caractérisant les réseaux de type LAN et MAN. Les normes 802 sont regroupées
en di�érentes classes, comme décrit dans la table 1.1.

Dans le cadre de cette thèse nous nous intéressons à la propagation à l'intérieur
des bâtiments (réseaux de type WLAN) donc la norme 802.11. Les communica-
tions par réseau 802.11 font intervenir les couches fondamentales représentées à
la �gure 1.1. Du haut en bas nous trouvons la couche de routage, la couche de
données, la couche MAC et la couche physique. La couche physique qui nous
intéresse se décline en plusieurs versions comme la PHY DSSS (802.11b) ou la
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Tab. 1.1 � La norme 802 de l'IEEE.

802.1 Gestion et pontage des LAN et des MAN
802.2 Contrôle de lien logique
802.3 Méthode d'accès CSMA/CD (détection de porteuse avec accès multiple)
802.3u Fast Ethernet
802.4 Méthode d'accès à passage de jeton sur un bus
802.5 Méthode d'accès Token Ring
802.6 Méthode d'accès DQDB (double bus de �le d'attente distribuée) pour les WAN
802.7 LAN à large bande
802.8 LAN et MAN à �bre optique
802.9 Intégration de services (interconnexion de réseaux entre sous-réseaux)
802.10 Sécurité des LAN/MAN
802.11 LAN sans �l (une bande de base IR et deux signaux hyperfréquences)
802.12 LAN à haut débit (signaux à 100 Mbits/s)
802.14 Méthode d'accès de télévision par câble
802.15 Réseau sans �l personnel (WPAN)
802.16 Accès sans �l à large bande
802.17 Norme IEEE de Token Ring amélioré for LAN/MAN/WAN
802.18 Groupe de conseils pour la normalisation des communications radioélectriques
802.19 Groupe de conseils sur la cohabitation avec les autres standards
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PHY5GHZ OFDM (802.11a).
La norme 802.11 a été initiée en 1990 et �nalisée en 1997. Elle permettait d'avoir
des débits théoriques de 2Mbits/s et travaillait soit sur la bande radio à 2.4GHz
soit par infrarouge. Des évolutions ont rapidement été proposées pour augmenter
le débit.

� 802.11b : C'est la première évolution du 802.11 ayant vu le jour en 1999,
elle permet d'atteindre un débit maximal théorique de 11Mbit/s toujours
en utilisant la bande ISM 2.4Ghz. C'est encore de nos jours la norme la plus
utilisée, même si elle va progressivement tendre à disparaître au pro�t des
plus récentes.

� 802.11b+ : Elle a été développée pour permettre un débit de 22MBits/s
mais a été rapidemment abandonnée avec l'arrivée de la norme 802.11g

� 802.11a : Cette norme est un évolution du 802.11 travaillant cette fois à la
fréquence de 5GHz et qui permet un débit maximal théorique de l'ordre de
54Mbit/s.

� 802.11g : C'est la normeWi� classique la plus récente qui a pris les avantages
de la norme 802.11a pour les porter à la fréquence de 2.4GHz. Elle combine
ainsi les avantages de la norme 802.11a (débit) et ceux de 802.11b (portée).
Les premiers produits utilisant cette norme sont sortis sur le marché en
2003.

� 802.11 g+ : C'est une évolution de 802.11g portant le débit à 108Mbit/s
sur la bande de fréquence 2.4Ghz grâce à de la compression de données et
la concaténation des canaux.

� 802.11n : Cette norme a été partiellement rati�ée début 2006 et est basée
sur les techniques dites MIMO (Multiple In Multiple Out), c'est à dire
l'utilisation de plusieurs antennes pour augmenter les débits.

� 802.11e : Pour l'instant, il n'y avait pas de gestion de la qualité de ser-
vice dans les normes 802.11. 802.11e corrigera ce manque, en ajoutant une
gestion de la priorité d'accès au support des trames selon le type de celles-ci.

1.1.4 L'intérêt des outils de simulation.

Avec le très grand développement des réseaux sans �l ces dernières années,
les installateurs ont souvent des di�cultés à savoir où placer les stations de base
dans les bâtiments et comment les paramétrer. En e�et, leur but étant d'avoir la
meilleure qualité de service, ils cherchent à assurer la couverture la plus e�cace.
Les premiers déploiements avaient pour seul objectif de garantir une couverture
radio, ce qui se faisait empiriquement à l'aide de quelques tests. Aujourd'hui,
les contraintes sont plus fortes : plus de débit, plus de qualité de service, les
réseaux sont plus denses et plus grands. Il y a donc de nombreux compromis
à optimiser. Ainsi par exemple, si l'on considère le problème des interférences
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Fig. 1.2 � Les canaux des normes 802.11b/802.11g

pour la norme 802.11b, les installateurs disposent de 13 canaux de fréquences
dont les fréquences adjacentes interfèrent très fortement.(�g 1.2). Donc, augmen-
ter le nombre de points d'accès, va améliorer la couverture, mais en contrepartie
augmenter les recouvrements, donc les potentielles interférences. Inversement, di-
minuer le nombre de points d'accès permet de réduire les interférences mais oblige
à avoir une puissance du signal reçu moins importante.
Dans le but de développer des outils d'aide au déploiement des réseaux Wi�, il
faut connaître le plus précisément possible la manière dont le signal se propage
dans les bâtiments pour être capable d'estimer les zones de couverture le plus
précisement possible. Mais la prédiction intra bâtiment est une problématique
complexe. En e�et, les obstacles sont nombreux générant de nombreux trajets
émetteur-récepteur, chaque trajet subissant des a�aiblissements, ré�exions et dif-
fractions di�érents.
C'est pourquoi l'arrivée des réseaux Wi� a engendré la recherche de méthodes
précises pour simuler la propagation des ondes en milieu indoor.

1.2 Généralités sur la propagation des ondes.

1.2.1 L'équation de propagation d'une onde en espace libre.

Les ondes radio transmises par une antenne émettant à une puissance Pt sont
des ondes sphériques en champ lointain et en espace libre. De fait, la puissance
reçue Pr diminue avec la distance d selon la formule de Friis :

Pr(d) = Pt ·Gt ·Gr · (
λ

4πd
)2 (1.1)
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Fig. 1.3 � Ré�exion et transmission d'un rayon sur un mur.

avec Gt le gain de l'émetteur, Gr la gain du récepteur, et λ la longueur d'onde de
l'onde émise.
Cette équation peut encore s'écrire sous la forme[30] :

Pr(d)[dB] = Pr(d0)− 20 log
d

d0

(1.2)

Pr(d) est la puissance reçue à une distance d de l'émetteur. La distance de réfé-
rence d0 est utilisée pour normaliser l'atténuation.

1.2.2 Les phénomènes physiques.

1.2.2.1 La ré�exion et la transmission.

Une onde se propageant dans un matériau (ou dans le vide) suit les lois de
l'optique géométrique de Snells-Descartes quand elle change de milieu (voir �gure
1.3). Ainsi une onde qui part d'un point Tx et qui arrive sur un obstacle en R
va donner lieu à deux rayons : un rayon re�échi (R-Rx sur la �gure) et un rayon
transmis (R-Rx' sur la �gure). D'après les lois de Descartes, le segment [R-Rx]
est le symétrique de [R-Tx] par rapport au plan perpendiculaire à l'obstacle et
passant par R. De plus de segment [R-Rx'] est le symétrique de [R-Rx] par rapport
au point R.

1.2.2.2 La di�raction.

On dit qu'il y a di�raction quand, dans un milieu homogène et isotrope (même
vitesse de propagation pour tous les rayons radio quelle que soit leur direction)
une onde ne se propage pas en ligne droite. Les phénomènes de di�raction ne
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Fig. 1.4 � di�raction d'un rayon sur un coin.

se produisent que lorsque l'onde rencontre des trous ou des obstacles dont les
dimensions sont de l'ordre de grandeur de la longueur d'onde. Dans le cas des
environnements indoor, les obstacles et les petits éléments sont souvent nombreux
(par exemple un angle de mur comme représenté à la �gure 1.4), d'où l'assurance
fréquente de ces phénomènes.

1.3 Travail proposé.

Cette thèse, débutée dans l'entreprise Sygmum, a pour but de développer un
logiciel d'aide au déploiement de réseaux WiFi. En e�et, devant la forte croissance
du nombre et de la complexité des installations de réseaux WiFi à réaliser (des
sites de plusieurs dizaines de points d'accès comme des hôpitaux par exemple),
la societé Sygmum a decidé de développer un tel outil. Le but de ce logiciel est
d'aider les installateurs de réseaux sans �l à placer les points d'accès WiFi dans
un bâtiment et à les paramétrer. Pour faire une plani�cation de réseau WLAN,
il faut donc tester un grand nombre de paramètres pour chaque point d'accès
comme la position, la puissance d'émission, le diagramme d'antennes ou le canal
choisi. Notre but est donc de proposer une méthode de calcul de zone de couver-
ture permettant de prendre en compte ces paramètres.
Suivant la fréquence de travail, une onde se propage en environnement indoor plus
ou moins facilement à travers les obstacles. Ainsi, en moyenne dans un bâtiment
la norme 802.11b à 2.4GHz permet d'atteindre des portées de l'ordre de 20-30m,
alors que la norme 802.11a à 5.1GHz plutôt de l'ordre de 10-20m. Dans le cas
de notre étude, nous nous appuyons sur des réseaux 802.11b car ce sont ceux
installés par l'entreprise partenaire dans le cadre de la thèse CIFRE. Mais notre
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étude est aussi valable pour la norme 802.11g, car la fréquence et les canaux sont
les mêmes que pour la norme 802.11b (seuls les seuils de débits et les traitement
faits aux couches réseaux supérieures changent). En ce qui concerne la norme
802.11a, il faudrait adapter les indices physiques des matériaux des bâtiments
pour prendre en compte la di�érence de fréquence. Les travaux théoriques que
nous proposons dans cette thèse sont donc tout à fait adaptables à toutes les
normes WiFi, mais pour les étapes de validation par la mesure, nous utiliserons
la fréquence de 2.4GHz.
Cette thèse va s'organiser autour de plusieurs axes :
Dans le chapitre 2, nous présentons un aperçu des méthodes utilisées pour le
calcul de couverture en milieu indoor. Nous montrerons que les modèles les plus
précis dits déterministes se décomposent en deux grandes familles, les modèles
géométriques et les modèles discrets.
Dans le chapitre suivant, nous rappelons la méthode de calcul de propagation des
ondes sur laquelle se base cette thèse : la méthode MR-FDPF (Multi-Resolution
Frequency Domain ParFlow), et nous montrons comment l'implémenter au mieux
pour réduire au maximum les temps de calculs et les besoins en ressources.
Le quatrième chapitre montre comment adapter la méthode MR-FDPF à la simu-
lation d'un réseau WIFI. Pour cela, nous présentons et expliquons le paramétrage
de cette méthode pour obtenir des simulations correspondant le plus possible à
la réalité. Des extensions sont aussi proposées pour mieux prendre en compte les
antennes et les di�érents étages des bâtiments.
Puis, dans un cinquième chapitre, nous présentons l'extension en 3D de la mé-
thode MR-FDPF, montrons ses avantages et inconvénients et proposons des pistes
de réduction de la complexité.
En�n, avant de conclure, nous présentons dans une dernière partie trois applica-
tions de la méthode MR-FDPF : l'optimisation des fréquences pour les canaux
WIFI, la caractérisation du fading en milieu indoor, et en�n la simulation en
milieu urbain.
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Chapitre 2

Les méthodes de simulation de

propagation des ondes en

environnement indoor.

Nous proposons dans ce chapitre un aperçu des principales méthodes
utilisées pour simuler la propagation des ondes en environnement in-
door.
Les premiers modèles dits empiriques sont des modèles approchés. Il
ne nécessitent pas une connaissance exacte de l'environnement(les cloi-
sons et les matériaux qui les ccomposent) et sont basés sur des adap-
tations de l'équation de propagation d'une onde en espace libre grâce
à des paramètres additionnels qui sont calibrés suite à des campagnes
de mesures. Ces modèles ont été beaucoup utilisés par les opérateurs
de téléphonie mobile. On les appelle aussi modèles à rayon unique car
ils ne tiennent compte que de l'atténuation sur un rayon entre l'émet-
teur et le récepteur, mais ne cherchent pas à calculer tous les rayons
ré�échis.
Dans les environnement complexes et donc en particulier indoor, il a
ensuite été nécessaire de rechercher des méthodes plus performantes
que les méthodes empiriques pas assez adaptatives. Pour cela les
méthodes dites déterministes ont été développées. Elles cherchent à
prendre en compte précisément tous les rayons. Ces méthodes peuvent
être divisées en deux grandes familles : les modèles géométriques en-
core appelés modèles à rayons multiples prenant en compte les rayons
ré�échis et transmis, et les modèles numériques ou discrets basés sur
la résolution des équations de Maxwell. Nous présentons ici les prin-
cipaux modèles empiriques, géométriques puis discrets.
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Fig. 2.1 � Chemin unique entre l'émetteur et le récepteur dans un bâtiment.

2.1 Les modèles empiriques ou modèles à rayon

unique.

Les modèles empiriques sont basés sur le calcul de l'atténuation du signal le
long d'un seul rayon représenté par la droite reliant l'émetteur et le récepteur
comme illustré à la �gure 2.1

2.1.1 Modèle de base : "one slope model".

Le modèle "one slope" est basé sur l'équation de propagation en espace libre
(équation 2.1) :

PL(d)[dB] = 10 log(
d

d0

)n + A0 (2.1)

Ce modèle utilisé par le COST231 est très grossier, car il ne tient pas compte
des obstacles. Il nécessite des mesures préalables permettant de calibrer les pa-
ramètres n et A0 qui dépendent du milieu considéré [30]. Du fait de la non prise
en compte des obstacles qui est le facteur déterminant en indoor, il a rapidement
fallu faire appel à des améliorations. Des modèles de ce type sont fréquemment
utilisés en outdoor voir en urbain [51, 37] dans les cas où la structure exacte des
obstacles n'est pas connue. Ils nécessitent une phase de mesures expérimentales
pour calibrer les valeurs A0 et n.
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2.1.2 Prise en compte des obstacles : "multi wall model"[97].

Le modèle d'atténuation d'une onde en espace libre 2.1 a été étendu aux
environnements avec obstacles.

PL(d)[dB] = 10 log(
d

d0

)n +
P∑
p=1

WAF (p) +

Q∑
q=1

FAF (q) + A0 (2.2)

avec P le nombre de murs et Q le nombre d'étages. Les paramètres empiriques
n, WAF (p) et FAF (p) représentent respectivement l'exposant de l'a�aiblisse-
ment, le facteur d'atténuation des murs et le facteur d'atténuation des étages.
Ces paramètres sont déterminés expérimentalement par des mesures faites dans
le bâtiment considéré. Dans la pratique, on utilise des paramètres prédé�nis qui
sont sensés représenter plusieurs types d'environnements. Si ces méthodes sont
très simples à mettre en oeuvre, elles ne tiennent pas compte correctement de
tous les phénomènes physiques qui interviennent (et qui sont donc nombreux en
environnement indoor), elles sont donc approchées. Il a été proposé dans [17] des
améliorations pour mieux tenir compte des phénomènes réels.

2.1.3 Prise en compte de la dépendance entre l'exposant
de l'atténuation et la distance à l'émetteur : "modèle
de Honcharenko"[47].

Dans la réalité, quand la distance entre l'émetteur et le récepteur est faible
(inférieur à 10m environ), l'a�aiblissement est assez proche de celui dans le vide,
car c'est le signal direct qui est prépondérant par rapport aux ré�ections et dif-
fractions alors que, lorsque cette distance augmente, ce sont les trajets indirects
qui deviennent prépondérants. Honcharenko a montré dans [47] qu'on peut calcu-
ler cette distance de coupure dc. L'équation de propagation prend alors la forme
suivante :

PL(d)[dB] = 10 log(
d

d0

)n1U(dc − d) + 10

[
log(

dc
d0

)n1 + log(
d

dc
)n2

]
U(d− dc)

+
P∑
p=1

WAF (p) +

Q∑
q=1

FAF (q)

(2.3)

avec :
U(d) = 0 si d < 0
U(d) = 1 si d >= 0.
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Les valeurs n1 et n2 dépendent toujours de l'environnement, en général n1 est
la valeur de n en espace libre à savoir de l'ordre de 2 et n2 est supérieur à n1.

2.1.4 Prise en compte de l'angle d'incidence des ondes :
"modèle de Cheung"[17].

Ce modèle de �path loss� fait une très grosse approximation car il ne consi-
dère que le nombre de murs, mais ne tient pas compte des angles d'incidence des
ondes. Ainsi en réalité, une onde qui arrive sur un mur de manière perpendicu-
laire traversera beaucoup plus que si elle est presque parallèle au mur. Cheung
a donc adapté la formule pour tenir compte des angles d'incidence. Le nouvel
a�aiblissement est :

PL(d)[dB] = 10 log(
d

d0

)n1U(dc − d) + 10

[
log(

dc
d0

)n1 + log(
d

dc
)n2

]
U(d− dc)

+
P∑
p=1

WAF (p)

cos(θp)
+

Q∑
q=1

FAF (q)

cos(θq)

(2.4)

Dans ce cas, les valeurs de WAF(p) et FAF(p) sont les valeurs d'atténuation
à l'incidence normale, et θp et θq respectivement les angles d'incidences pour le
mur p et le plafond q, mesurés par rapport à la droite passant par l'émetteur et
le récepteur (une onde arrivant perpendiculairement à l'obstacle a un angle θ de
0�alors que pour une parallèle θ vaut 90�).

2.1.5 Complexité des méthodes à rayon unique.

Si on suppose un environnement de taille Nx×Ny pixels, et que l'on souhaite
calculer une zone de couverture, c'est à dire la puissance en chaque pixel, il faut
donc calculer un rayon pour chaque pixel. Si l'on souhaite évaluer la complexité
par rapport à une seule dimension de l'environnement et en posant Ny = k · Nx

on en déduit que les méthodes à rayon unique ont une complexité qui varie en
O(N2

x).

2.1.6 Prise en compte des phénomènes de di�raction.

Si les modi�cations apportées précédemment ont permis de tenir compte res-
pectivement des obstacles, des phénomènes dûs à la distance à l'émetteur, puis de
l'angle principal d'arrivée du signal, il a encore fallu essayer de simuler les phé-
nomènes de di�raction qui sont prépondérants en environnement indoor. Ainsi
par exemple, dans des couloirs en �L� on peut avoir un phénomène de di�raction
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qui créera un chemin indirect beaucoup plus puissant que celui qui suit la ligne
entre le récepteur et l'émetteur. Cheung a aussi proposé de compter les coins de
l'environnement (angle de mur, fenêtre, ...) se trouvant à une distance maximale
de l'émetteur. Ces coins sont alors considérés comme de nouvelles sources et le
signal total en un point est donc la somme du path loss de la source et des path
loss des di�érentes sources virtuelles que sont les coins. La formule du path loss
devient :

PLdiffrac(d)[dB] = PL(d)[dB] +
M∑
m=1

PLmsourcesvirtuelles (2.5)

avec M le nombre de coins et PLm le path loss dû à la source virtuelle m. L'utili-
sation du path loss en prenant en compte la di�raction devient vite complexe dans
un environnement réel du fait du calcul des path loss sur tous les coins. Surtout,
l'intérêt est assez minime car en faisant une sommation au point du récepteur du
chemin direct et des chemins des coins, on tend vers une approche de lancer de
rayons qui a pour but de prendre en compte tous les rayons.

2.1.7 Conclusion sur les méthodes à rayon unique.

Le modèle du path loss est très simple à mettre en oeuvre car il ne néces-
site pas de calculer de nombreux rayons. Mais il est principalement adapté aux
environnements à grande échelle où les phénomènes physiques de ré�exions et
di�ractions ne sont pas trop complexes. Ainsi par exemple, il est utilisé dans des
logiciels de simulations de réseaux GSM des opérateurs de téléphonie comme le
logiciel Atoll [23]. Ceux-ci dé�nissent des types d'environnements avec des valeurs
d'indices n pour di�érents milieux donnés (milieu rural, urbain, semi-urbain...) En
indoor des améliorations ont été proposées dans le but de rendre le modèle plus
�able avec une meilleur prise en compte des phénomènes. Malheureusement il a
vite fallu se rendre à l'évidence : une simulation e�cace d'un milieu intérieur avec
des obstacles et des matériaux nécessite de tenir vraiment compte des nombreux
chemins du signal. C'est pourquoi des méthodes de simulation de propagation des
ondes plus e�caces ont été developpées. Les améliorations des méthodes empi-
riques visant à prendre en compte par exemple les angles d'incidence ou encore la
di�raction ont vite été abandonnées car l'augmentation en complexité (on tend en
fait vers des modèles à prise en compte des rayons) rend ces méthodes bien moins
intéressantes que les modèles géométriques où tous les rayons sont réellement cal-
culés et les résultats beaucoup plus précis. De nos jours, les modèles empiriques
ne sont utilisés en indoor que dans les cas où la faible complexité de calcul est
demandée et où la recherche d'une très bonne précision n'est pas indispensable.
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Fig. 2.2 � Multi chemins entre un émetteur et un récepteur dans une pièce.

2.2 Les modèles géométriques ou modèles multi-

trajets.

Ces modèles sont appelés géométriques, car basés sur les lois de l'optique
géométrique de Descartes : chaque rayon incident qui arrive sur un obstacle donne
lieu à un rayon transmis qui traverse l'obstacle et un rayon ré�échi dans le sens
opposé. (voir section 1.2).

2.2.1 Les méthodes géométriques.

Le principe de ces méthodes est de calculer tous les rayons ré�échis et transmis
par un obstacle. En tout point de l'espace, le signal reçu est égal à la somme des
signaux des rayons qui passent par ce point. [79, 34, 52, 117, 60]. Pour chaque
direction partant de la source, on calcule la propagation d'un rayon dans l'espace,
et chaque fois qu'un obstacle est rencontré, deux nouveaux rayons sont créés en
utilisant les coe�cients d'absorption et ré�exion du matériau considéré. Ainsi,
par exemple, la �gure 2.2 représente le calcul de rayons entre un émetteur et un
récepteur. Dans la pratique, il n'est pas possible de lancer des rayons dans toutes
les directions, ni de calculer toutes les ré�exions et toutes les transmissions car
elles sont in�nies. Il y a donc des paramètres à prendre en compte lorsqu'on
implémente une méthode géométrique :

� Le nombre de rayons qu'on lance à partir de la source. Il est caractérisé par
le pas angulaire α représentant l'angle entre deux rayons successifs (dans la
pratique en deux dimensions de l'ordre de 3 degrés) ;

� les nombres limites R et T respectivement de ré�exions et de transmissions
que l'on calcule avant de considérer le signal comme négligeable.
Remarque : si on choisit R = 0 et T = 1 on revient à un modèle à rayon
unique comme dé�ni dans la section 2.1.
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Dans le cas où l'on calcule des zones de couverture (calcul du signal reçu dans
tout l'environnement) il faut tenir compte aussi du pas de résolution dans l'espace
c'est à dire la taille d'un pixel dans l'environnement. Quand on fera la somme des
rayons en un point on prendra la somme des rayons passant par ce pixel.
Il a été montré dans [34] que la complexité des méthodes de lancer de rayons
varient en O(kr · 2r), avec kr le nombre de rayons lancés et r le nombre moyen de
murs traversés par un rayon.

2.2.2 L'approche ray tracing/ray launching.

Deux approches ont été dé�nies suivant le cas d'utilisation de la méthode
géométrique. Dans le cas où l'on souhaite calculer le signal reçu dans tout l'envi-
ronnement on doit forcément lancer des rayons dans toutes les directions à partir
de la source. Par contre, si on souhaite connaître le signal résultant en un nombre
limité de récepteurs, il n'est pas forcément utile de calculer tous les rayons à par-
tir de la source mais plutôt de partir du récepteur et calculer tous les rayons qui
aboutissent en ce point. C'est pourquoi deux di�érents termes sont employés :

� Lancer de rayon ou Ray launching : on part de la source pour lancer les
rayons dans toutes les directions.

� Tracé de rayon ou Ray tracing : on part du récepteur pour ne calculer que
les rayons issus de la source qui passent en ce recepteur.

Une approche originale a été proposée dans [94] pour faire un combiné de lancer
et tracé de rayon.
Remarquons que les méthodes de tracé de rayon sont plus précises car elles cal-
culent exactement les rayons qui passent par un point.

2.2.3 Prise en compte de la di�raction.

Avec les méthodes géométriques, on ne peut pas implicitement simuler la dif-
fraction, car un rayon incident engendre toujours un seul rayon ré�échi. Or, si
ce n'était pas trop gênant dans les environnement outdoor, les phénomènes de
di�raction sont prépondérants en environnement con�né du fait de la faible lon-
gueur d'onde devant la taille des obstacles. Plusieurs théories sont donc utilisées
pour prendre en compte la di�raction. Pour cela, on fait la liste des petits objets
(en pratique les coins des cloisons) et on calcule le signal reçu en chacun de ces
points, qui seront alors considérés comme de nouvelles sources à partir desquelles
de nouveaux rayons sont lancés dans toutes les directions [57, 120]. Ce procédé
est illustré à la �gure 2.3 : quand un rayon lancé arrive sur un point di�ractant
(un angle de mur par exemple) ce point devient lui même une nouvelle source
desquelles de nouveaux rayons sont lancés. Pour tous ces nouveaux rayons lan-
cés un coe�cient de di�raction permet de connaître les atténuations à appliquer
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Fig. 2.3 � Exemple de calcul de di�raction sur un coin par la théorie uniforme
de la di�raction : le point D est une nouvelle source virtuelle d'où sont relancés
les rayons di�ractés.

suivant l'angle d'émission. Ces coe�cients dépendent du matériau et du type de
point d'impact (coin, cône ...). Deux principales théories ont été utilisées pour
calculer les coe�cients de di�raction. Au niveau de la complexité des calculs, si
on appelle C le nombre de points di�ractants (souvent : les coins) cela revient à
calculer la propagation de C + 1 sources. Comme la valeur C est grande, on peut
dire que la complexité varie en O(C · kr · 2r).

2.2.3.1 La théorie géométrique de la di�raction (GTD).

La théorie géométrique de la di�raction a été dé�nie par Keller[58] et est basée
sur trois postulats [22]

� En haute fréquence la di�raction est un phénomène local.
� Les rayons di�ractés satisfont le principe de Fermat généralisé.
� Le rayon di�racté satisfait les lois de l'optique géométrique loin de la surface.

Dans le cas d'une onde plane arrivant sur un dièdre, la théorie géométrique de la
di�raction fait apparaître trois zones représentées à la �gure 2.4.
La région 1 correspond à la zone de ré�exion dans laquelle des rayons ré�échis
existent, la région 2 correspond à la zone de di�raction et la région 3 est la zone
d'ombre.
Keller a fourni l'expression du coe�cient de di�raction en polarisation parallèle
et perpendiculaire valable dans les trois régions déterminées précédemment :

D =
−e−jk/4sinπ

n

n
√

2πksinβ0

[
(

1

cosπ
n
− cosφ−φ0

n

)± (
1

cosπ
n
− cosφ+φ0

n

)

]
(2.6)

avec :
n = 2π−α

π
et α est l'angle intérieur du dièdre.
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Fig. 2.4 � Zones de di�ractions d'une onde plane arrivant sur un trièdre.

φ0 l'angle d'incidence de l'onde.
φ l'angle d'observation.
Keller a aussi donné d'autres expressions du coe�cient D pour le cylindre, la
sphère ou le cône. L'expression de l'équation 2.6 n'est valable que si le point
d'observation est su�samment éloigné du point d'impact. De plus, cette équation
a un problème de divergence quand on se place dans le cas φ±φ0 = kπ

2
on obtient

une valeur in�nie du champ di�racté aux frontières entre les zones dé�nies à la
�gure 2.4.

2.2.3.2 La théorie uniforme de la di�raction (UTD).

Pour remédier à ce problème de divergence Kouyoumjian et Pathak [64] pro-
posent la théorie uniforme de la di�raction (UTD). Pour cela ils ont utilisé une
fonction de transition. Cette fonction de transition est en fait une modi�cation
de l'intégrale de Fresnel qui permet d'obtenir la continuité du champ entre les
zones de transition.
Dans le cas du dièdre, le coe�cient de di�raction s'écrit alors comme la somme
de 4 termes prenant en compte les coe�cients de ré�exion du matériau considéré.
La théorie uniforme de la di�raction est très utilisée pour les environnements
con�nés dans lesquels on ne peut pas se permettre de négliger les phénomènes de
di�raction [119, 106].
Si cette méthode peut donner de bons résultats, la complexité de calcul va s'ac-
croître de manière considérable dans les environnements complexes car chaque
point de di�raction est considéré comme une nouvelle source (voir �gure 2.3). De
plus, dans le cas de formes complexes de points de di�raction, les coe�cients de
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Fig. 2.5 � Illustration du problème de la dispersion angulaire.

di�raction D sont parfois di�ciles à calculer.

2.2.4 Le problème de la dispersion angulaire[107].

Un problème fréquemment rencontré avec les méthodes géométriques est dû
au pas angulaire du lancer des rayons. En e�et, lorsque la distance à la source
croit, il arrive que la distance entre rayons voisins devienne supérieure au pas
de résolution dans l'environnement, ce qui conduit à "oublier" des rayons. Ce
problème est illustré à la �gure 2.5 : le pixel récepteur n'est parfois traversé
par aucun rayon. Plusieurs approches ont donc été proposées pour résoudre ce
problème. Notons que ce problème ne se pose pas pour les méthodes de tracé de
rayon où l'on ne lance pas des rayons à un certain pas angulaire de résolution,
mais où l'on calcule seulement les rayons passant exactement par les points à
considérer.

2.2.4.1 La méthode de ray splitting.

La méthode de Ray Splitting est illustrée à la �gure 2.6 Le principe consiste à
dire que dès qu'un rayon a atteint une longueur L depuis sa dernière ré�exion il
se subdivise en un nombre n de rayons. Si cette méthode s'est révélée être e�cace
pour corriger le problème, elle est néanmoins très lourde au niveau complexité
car le nombre de rayons à lancer augmente énormément.

2.2.4.2 La méthode de beam tracing.

Fortune [35]a proposé la méthode de beam tracing, le but étant d'éviter la
dispersion angulaire, sans lancer un plus grand nombre de rayons. Il propose
ainsi de lancer des faisceaux polygonaux sur chaque facette, une facette étant
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Fig. 2.6 � Exemple de ray splitting avec n=3.

en fait une cloison. Cette approche est un meilleur compromis que celle de ray
splitting car elle a la même complexité que le ray tracing, tout en minimisant le
problème de dispersion angulaire.

2.2.4.3 Les autres méthodes pour compenser la dispersion angulaire.

D'autres modèles ont été utilisés pour compenser la dispersion angulaire qui
est le principal problème des méthodes géométriques. [118] propose d'utiliser une
grille triangulaire autour de la source sphérique pour créer des faisceaux trian-
gulaires. La méthode de Frustrum Ray Tracing [101, 100] utilise la notion de
frustrum : des rayons pyramidaux dont le sommet est la source. [98] propose la
méthode de tube tracing en lançant des faisceaux en forme de tube.

2.2.5 La méthode des images.

La méthode des images a été développée pour accélérer les temps de calcul de
propagation grâce à une étape de pré traitement[7, 76, 33]. Lors de cette étape,
pour une source donnée S et pour chaque obstacle, sont calculées des sources
virtuelles primaires S ′ correspondant aux symétriques de la source réelle, puis
des sources secondaires S ′′ correspondant aux symétriques des sources S ′ et ainsi
de suite jusqu'au nombre de ré�exions que l'on souhaite prendre en compte. La
�gure 2.7 illustre ce procédé pour un nombre de 2 ré�exions. Ensuite, lorsqu'on
cherchera à connaître le signal reçu en un point R, il su�ra de tracer tous les
rayons reliant toutes les sources S au récepteur R pour connaître tous les rayons.
L'avantage de cette méthode est qu'elle permet de ne calculer que les rayons qui
contribuent au signal en R. Si on appelle N le nombre d'obstacles, le nombre
de sources virtuelles sera de N si on souhaite prendre en compte une ré�exion,
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Fig. 2.7 � Calcul des sources virtuelles.

N(N + 1) si on se limite à deux ré�exions,puis N(N + 1)(N + 1) et ainsi de suite.
Cette méthode est donc très e�cace, mais quand on veut prendre en compte un
nombre su�sant de ré�exions, et surtout quand le nombre d'obstacles est élevé
(ce qui est le cas en indoor), le nombre de sources virtuelles à calculer devient très
important. Il a aussi été proposé de stocker en mémoire des arbres de visibilité.
Pour une source donnée on peut dé�nir pour chaque mur des zones de ré�exion et
des zones de transmission[6] (voir �gure 2.8). Ces zones sont calculées et stockées
en mémoire de manière hiérarchique. Cette méthode permet aussi d'éviter de
lancer des rayons dans des directions inutiles. L'inconvénient des méthodes de
type image est le fait que l'étape de pré-traitement n'est souvent valable que pour
une position de source donnée. L'avantage de ces méthodes est la précision, étant
donné qu'on ne calcule que les rayons qui passent exactement par le récepteur.
Comme le nombre de rayons est connu et dépend du nombre de ré�exions R, on
peut dire que la complexité de ces méthodes varie en O(NR · 2r).

2.2.6 Les modèles géométriques simpli�és.

La complexité des modèles géométriques nécessitant d'avoir des simulations
très longues en temps, certaines approches récentes ont été proposées. Leur but est
de diminuer les temps de calcul au maximum, c'est à dire de calculer le minimum
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Fig. 2.8 � Les zones de re�exion et de transmission d'un mur.

de rayons, tout en essayant de ne pas trop perdre en précision.

2.2.6.1 La méthode du chemin dominant [49, 115]

L'équipe de AWE-communications travaille actuellement sur la méthode des
chemins dominants. [114, 112] ont observé que dans un lancer de rayon clas-
sique en indoor de nombreux rayons vont traverser les mêmes pièces et auront
donc des propriétés identiques. Ils proposent donc une méthode de moyennage
qui recherche des chemins dominants. Les chemins dominants ainsi calculés sont
des chemins virtuels qui peuvent être résolus par des réseaux de neurones. Le
paramétrage du réseau de neurones nécessite l'étalonnage de paramètres par la
mesure. La �gure 2.9 montre un exemple de chemin dominant calculé (en bleu)
par cette méthode. La méthode des chemins dominants est parfois appelée semi-
déterministe car elle ne travaille pas avec les "vrais rayons". Elle est très rapide
car le nombre de rayons est très faible [116, 122] (quelques rayons donc complexité
du même ordre que les modèles empiriques), alors que contrairement aux modèles
empiriques elle prend en compte les phénomènes de multiples chemins.

2.2.6.2 Les méthodes statistiques.

Les approches statistiques ont été développées récemment [43, 83]. Leur but
est aussi de minimiser le nombre de rayons à calculer ou plutôt de concentrer
les rayons à calculer dans les zones où ils auront le plus d'in�uence. Certains
proposent par exemple des méthodes permettant de calculer en fonction de la
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Fig. 2.9 � Méthode Dominant Path : Tracé du chemin dominant (en bleu).

distance entre l'émetteur et le récepteur la largeur de la zone de Fresnel (volume
d'espace enfermé par un ellipsoïde) reliant l'émetteur et le récepteur, et dans
laquelle les rayons contribuent à la majorité de l'énergie. Ensuite ils proposent
d'adapter le pas angulaire de lancer des rayons suivant qu'on est ou non dans la
zone de Fresnel. Ainsi les rayons de la zone de Fresnel contribuant plus au signal
reçu auront un pas angulaire plus �n que pour les rayons en dehors de cette zone
qui ont moins d'in�uence.

2.2.6.3 La méthode de radiosité [105].

La méthode de radiosité fait appel à des techniques utilisées en traitement
d'image pour simuler l'illumination des objets. Elle propose de décomposer l'en-
vironnement en facettes caractérisées par une certaine ré�ectance (qui caractérise
l'énergie renvoyée) et calculer un graphe de visibilité assez proche de celui de la
méthode des images [62, 78]. Une méthode hiérarchique permet alors de calculer
les transferts d'énergie entre les facettes en utilisant l'arbre de visibilité.

2.2.6.4 La méthode MOTIF.

La méthode MOTIF est décrite dans [61]. Cette méthode crée une matrice dis-
crète de l'environnement à un pas de résolution de l'ordre de la longueur d'onde.
On fait alors un lancer de rayons classique en partant de la source. Chaque fois
qu'un rayon rencontre un mur, l'ensemble des pixels de la matrice d'environne-
ment autour du point d'impact sur l'obstacle constitue un Motif (par exemple
dans [82] des motifs de 5× 5 pixels). Une base de donnée stocke tous les types de
motifs possibles et leur comportement en fonction de l'angle d'arrivée. Ainsi, en
chaque point d'impact d'un rayon sur un motif et connaissant l'angle d'arrivée,
on déduit un nouveau rayon avec une certaine atténuation et un certain angle.
La complexité de cette méthode est faible mais ce n'est pas une méthode réel-
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lement déterministe étant donné qu'elle ne calcule pas tous les rayons ré�échis
(tout comme la méthode de chemin dominant)

2.2.7 Conclusion sur les méthodes à rayons multiples.

Les méthodes géométriques sont de loin les plus répandues en simulation in-
door, nous avons montré les principales familles pour comprendre les probléma-
tiques qui se posent. Il n'y a pas de meilleures méthodes que d'autres, tout dépend
des objectifs principaux qui sont �xés, il faut toujours forcément faire un com-
promis entre le nombre de rayons à calculer et la complexité de calcul.
De nombreux articles existent pour essayer d'évaluer la qualité de ces méthodes.
[30, 71] ont évalué par la mesure ces méthodes dans di�érents environnements.
Aux niveaux des performances, des résultats sont donnés dans [102]. [32, 31] ont
fait des comparaisons entre des modèles empiriques et géométriques pour mon-
trer la supériorité des méthodes géométriques. Malgré tout, pour toute méthode
géométrique il faut faire des approximations au niveau du nombre de rayons à
lancer ou du nombre de ré�exions à calculer. Dans la pratique, les logiciels cou-
rants sur le marché travaillent avec deux ou trois ré�exions pour avoir des temps
de calcul corrects. [16] a proposé une implémentation sur un réseau de machines
pour pouvoir faire face à la complexité élevée quand on souhaite calculer plus de
rayons. Néanmoins la recherche d'une précision encore plus élevée a amené les
chercheurs à développer des méthodes numériques encore plus précises.

2.3 Les modèles numériques.

2.3.1 Les équations de Maxwell.

Les méthodes numériques ou méthodes discrètes cherchent à résoudre les équa-
tions de Maxwell. D'après Maxwell une onde dans un matériau diélectrique en
un point r et un instant t est régie par l'équation :

δ2
tΨ(r, t)−

(c0

n

)2

· ∇2Ψ(r, t) = 0 (2.7)

où Ψ(r, t) représente le champ électrique, c0 la vitesse de la lumière et n l'indice
de réfraction du milieu.

2.3.2 La méthode FDTD.

La méthode des Di�érences Finies dans le domaine temporel (Finite Di�e-
rences Time Domain) est la méthode numérique la plus répandue pour résoudre
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Fig. 2.10 � Méthode FDTD : calcul du champ de proche en proche.

les équations de Maxwell. Elle a été développée pour les environnement com-
plexes (con�né, nombreux petits objets) dans lesquels les méthodes géométriques
échouent. Elle permet aussi de simuler des environnements ayant des matériaux
avec des propriétés complexes. La méthode FDTD propose de discrétiser l'en-
vironnement à un certain pas de résolution spatiale pour résoudre les équations
de Maxwell. Dans un soucis de simplicité le problème est souvent réduit au cas
bi-dimensionnel : on part du pixel i correspondant à la source à l'instant t et en
utilisant l'équation 2.7 on peut en déduire à l'instant t + dt (en bleu) quel est
le champ pour les pixels voisins. Il faut alors relancer le procédé pour les pixels
voisins (voir �gure 2.10) et ainsi de suite jusqu'à atteindre le régime permanent.

L'avantage de cette méthode est sa simplicité de mise en oeuvre. L'inconvé-
nient est la lourdeur des calculs qui nécessitent de très grosses ressources mé-
moires. Pour pouvoir e�cacement utiliser cette méthode, elle a été programmée
sur des machines parallèles. Des implémentations sont décrites dans [63, 66]. La
méthode FDTD de par la qualité de sa prédiction a été utilisée comme référence
dans [96] pour évaluer les performances des modèles géométriques avec modéli-
sation de la di�raction par les approches UTD. Elle est aussi utilisée dans [50]
pour simuler des phénomènes complexes comme les perturbations dues à l'e�et
des humains dans les bâtiments.

2.3.3 La méthode des �ux partiels par�ow (ou TLM).

La méthode TLM (Transmission Line Matrix) a été proposée par [46] dans
le domaine de l'électronique. Elle propose la décomposition du champ selon une
grille discrète comme représenté à la �gure 2.11 et la résolution des équations
de Maxwell par des propagations le long de lignes. Sur cette �gure le champ à
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Fig. 2.11 � Méthode TLM : calcul du champ de proche en proche.

Fig. 2.12 � Les �ux partiels sortants (a) et les �ux partiels entrants (b) associés
à chaque point.

l'instant t est calculé près des pixels voisins (en rouge), puis à l'instant t + dt
(en bleu), puis ainsi de suite jusqu'à atteindre le régime permament. Une autre
formulation de TLM a été proposée par [74] dans le domaine de la propagation
des ondes. Elle est appelée ParFlow (Méthode des Flux Partiels). La méthode des
�ux partiels est basée sur une décomposition en chaque point du champ électrique
en 5 composantes : 4 composantes représentant le champ dans les 4 directions
cardinales, et une composante pour le champ interne. Dans cette approche le
champ est supposé scalaire (polarisation verticale seulement). Cette approche a
été proposée en 2 dimensions, et dans ce cas le champ électrique est décomposé
comme à la �gure 2.12 avec des �ux entrants

←−
f et des �ux sortants

−→
f représen-

tant respectivement l'énergie qui entre et celle qui sort du point considéré. Dans
le cas d'une grille discrète l'équation 2.7 s'écrit :

Ψ(r, t− dt)− 2 ·Ψ(r, t) + Ψ(r, t+ dt)

dt2
+(

c0

nr ·∆
)2·

−4 ·Ψ(r, t) +
∑

i∈{E,W,S,N}

Ψ(r + dri, t)

 = 0

(2.8)
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avec dt la variation dans le temps, dr dans l'espace, et Ψ(r, t) le champ électrique
régit par :

Ψ(r, t) =
1

n2
r

· (
−→
fE(r, t) +

−→
fW (r, t) +

−→
fS(r, t) +

−→
fN(r, t) + Yr · f̆0(r, t)) (2.9)

avec Yr = 4n2
r − 4, l'admittance locale.

Etant donné que les �ux sortants d'un pixel en r sont les �ux entrants des pixels
voisins en r + dr on peut écrire :

←−
fi (r + dri, t) =

−→
fi (r, t) ; i ∈ {E,W, S,N} (2.10)

Les auteurs de ParFlow ont proposé de noter les �ux sous la forme vectorielle
suivante :

←−
F (r, t) =

( ←−
fE(r, t)

←−
fW (r, t)

←−
fS(r, t)

←−
fN(r, t) f̆0(r, t)

)t
−→
F (r, t) =

( −→
fE(r, t)

−→
fW (r, t)

−→
fS(r, t)

−→
fN(r, t) f̆0(r, t)

)t (2.11)

Ils ont aussi dé�ni un vecteur de sources
−→
S (r, t) qui est nul s'il n'y a pas de source

en r.
Alors on peut montrer que l'équation 2.10 peut aussi s'écrire :

−→
F (r, t) = Σ(r) ·

←−
F (r, t− dt) +

−→
S (r, t) (2.12)

avec Σ(r) la matrice de di�usion en r dé�nie par :

Σ(r) =
1

2n2
r

·

( 1 αr 1 1 Yr
αr 1 1 1 Yr
1 1 1 αr Yr
1 1 αr 1 Yr
1 1 1 1 βr

)
(2.13)

et αr = 1− 2n2
r ; βr = 2n2

r − 4.
L'équation 2.12 est l'équation de ParFlow et sa résolution est la solution exacte

du champ électrique en tout point r. Par contre la résolution de cette équation
est très exigeante en ressources. D'autant plus que pour que la résolution soit
acceptable il faut prendre un pas de discrétisation dr petit devant la longueur
d'onde. La relation entre dr et λ est :

dr = c0

√
2 · dt (2.14)

Chopard [19, 18] a proposé de résoudre l'équation par un automate cellulaire,
c'est à dire sur une grille régulière de � cellules � pouvant chacune prendre à un
instant donné un � état � parmi un ensemble �ni. Le temps est également discret
et l'état d'une cellule au temps t+1 est fonction de l'état au temps t.
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La même équipe a proposé dans [40, 12] une implémentation en C++ de Par�ow
(appelée Par�ow++) basée sur des machines parallèles (pour réduire la com-
plexité de calcul) pour calculer des couvertures d'antennes dans des milieux ur-
bains.
La complexité des méthodes discrètes est assez di�cile à estimer, étant donné
que ce sont des méthodes itératives. Néanmoins, on peut faire une estimation en
disant que le nombre d'itérations NIt est proportionnel à la dimension de l'envi-
ronnement Nx. Dans ce cas NIt = k ·Nx et k est une constante re�étant la qualité
de prédiction souhaitée. Avec cette approximation la complexité des méthodes
discrètes varie en O(16 · k ·N3

x).

2.4 Les problèmatiques des di�érents modèles.

2.4.1 La simulation en 3D.

Toutes les méthodes théoriques présentées précédemment, moyennant une
forte augmentation de la complexité de calcul, peuvent être adaptées en trois
dimensions. Ainsi, pour les méthodes géométriques, le lancer de rayons en trois
dimensions va accroître de façon considérable le nombre de rayons à lancer. Des
implémentation de lancer de rayons en 3D sont présentées dans [10, 24, 80, 20] et
des adaptations de la méthode des images sont décrites dans [59, 87].
Devant la lourdeur des calculs, certaines méthodes ont été adaptées aux envi-
ronnement multi-étages en développant des méthodes de type pseudo3D, qui, à
partir de couvertures 2D, estiment des couvertures 3D [81, 72].
Des approches combinées ont aussi été proposées. Elles estiment une couverture
3D à partir d'une zone de couverture 2D dans le plan horizontal et une autre
dans le plan vertical [73].
Au niveau des méthodes numériques, la taille du système linéaire à résoudre
devient énorme si l'on considère les trois dimensions. Les calculs étant trop com-
plexes pour faire simuler des environnements réels en 3D, il a été proposé dans
[54] une méthode ParFlow pseudo 3D qui permet, en réglant certains paramètres
dans certaines directions, de prendre en compte approximativement les e�ets des
diagrammes d'antennes selon l'axe z.

2.4.2 Complexité/précision : des compromis à faire.

Il est très di�cile de réellement dire qu'une méthode est meilleure qu'une
autre, et tout dépend du contexte dans lequel on se place, néanmoins on peut
noter les deux grands critères à prendre en compte entre lesquels on cherche
toujours à faire le meilleur compromis entre la complexité de calcul et la précision.
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2.4.2.1 La complexité de calcul.

C'est la complexité de calcul qui permet d'implémenter telle ou telle méthode
sur une machine. Si les méthodes de type empiriques ont une complexité très faible
(on calcule un nombre de rayons égal aux nombres de pixels de l'environnement)
il n'en est pas de même pour les méthodes déterministes. Les critères limitants
sont :

� Pour une méthode géométrique à nombre de ré�exions donné : le nombre
d'obstacles. Plus il y a de murs, plus il y aura de rayons à calculer.

� Pour une méthode discrète : la taille de l'environnement. Plus l'environne-
ment est grand, plus le système à résoudre est de grande dimension donc
complexe.

2.4.2.2 La précision.

Le but d'un outil de simulation est d'essayer d'avoir des résultats qui tendent
le plus possible vers la réalité. Si les méthodes empiriques ne permettent pas
d'avoir une bonne précision car elles ne prennent pas en compte la complexité
de l'environnement, les méthodes déterministes permettent d'avoir des résultats
très précis. Mais, comme toute méthode numérique, pour pouvoir résoudre le
système, on est toujours obligé de transposer le problème dans un domaine �ni :
la précision des méthodes déterministes dépend donc seulement du critère limitant
de la méthode. Les critères limitant sont :

� Pour une méthode géométrique : le pas angulaire inter-rayons pour le lancer
de rayons, et le nombre de ré�exions à calculer. Un nombre de ré�exions qui
augmente ou un pas angulaire qui diminuent feront augmenter la précision.

� Pour une méthode discrète : le pas de discrétisation dans l'espace. Plus le
pas de discrétisation est faible devant la longueur d'onde, plus la précision
est élevée

2.5 Récapitulatif.

2.5.1 Tableau récapitulatif.

Nous présentons à la �gure 2.13 un récapitulatif des principales méthodes
utilisées actuellement pour la simulation de propagation Indoor.

2.5.2 Quelques résultats.

Dans notre étude nous nous intéressons à la simulation e�cace de la propa-
gation en environnement indoor, donc en dehors des contraintes de temps, nous
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Fig. 2.13 � Les principaux modèles de propagation indoor.
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Tab. 2.1 � Logiciels de calcul de couverture WIFI

Logiciel Société Méthode de calcul Précision
Site Planner Motorola (USA) MultiWall 5dBm
WinProp AWE (Allemagne) Dominant Path <5dBm
Volcano Siradel (France) RayTracing 3dBm

avons souhaité connaître quels étaient les résultats obtenus par ces di�érentes
méthodes. Si la comparaison immédiate d'une méthode avec une autre est assez
complexe (programmes, environnements de tests, et paramètres tous di�érents)
il est intéressant de noter ce que sont de bons résultats au niveau temps de calcul
et précision, pour pouvoir se placer par rapport à telle ou telle méthode. Dans le
tableau 2.1 nous citons quelques résultats de précision des principaux logiciels de
calcul de couverure indoor en vente sur le marché. Les temps de calculs dépen-
dant beaucoup de la machine sur laquelle le programme est lancé, il est di�cile
de les comparer. Notons tout de même que les temps de simulation fournis par
les logiciels cités dans le tableau 2.1 sont de l'ordre de la minute.

2.5.3 Les approches récentes : modèles hybrides.

Quels que soient les modèles de propagation, il y a toujours un compromis à
faire entre complexité de calcul et précision de la simulation. C'est pourquoi de
nombreux modèles hybrides ont été développés ces derniers temps pour faire ces
compromis. Nous citons juste quelques approches :

� Méthode de Fourie : La méthode des moments nécessite de discrétiser l'en-
vironnement à un certain pas, et, au niveau de la complexité, on est souvent
appelé à prendre un pas qui n'est pas faible devant la longueur d'onde. Cela
implique une mauvaise prise en compte des phénomènes de di�raction pour
les petits obstacles. Fourie a donc proposé dans [36] de combiner la méthode
des moments avec une méthode géométrique UTD (méthode SuperNEC).
Il a montré qu'en indoor cela améliorait beaucoup les résultats.

� Méthode combinée MultiWall-RayTracing : Une autre approche hybride
proposée dans [113] consiste à combiner une méthode Multi-Wall avec une
méthode de Ray Tracing pour essayer de faire un compromis entre la rapi-
dité de la méthode Multi-Wall et la précision des méthodes géométriques.

� Méthode de Wang : Wang a proposé dans [111] une autre approche qui
combine une méthode de Ray Tracing avec une méthode FDTD. Cette
méthode performante utilise le lancer de rayon dans les espaces ouverts
dans lesquels il n'y a pas de di�raction et la méthode FDTD dans les zones
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complexes dans lesquelles il faut tenir compte précisément de la di�raction.
� Méthode combinée UTD-FDTD : Cette méthode propose la combinaison
d'une méthode UTD avec une méthode FDTD [86, 85]. Pour prendre en
compte le plus précisément possible la di�raction, celle ci est simulée grâce
a une approche de ray tracing UTD, mais pour certains obstacles trop com-
plexes (Comme le mobilier par exemple) la méthode calcule, aux endroits
considérés, les matrices de di�usion par la méthode FDTD, ce qui permet de
déduire les coe�cients de di�raction qui sont alors utilisés dans un modèle
géométrique UTD classique. Cette méthode permet de prendre en compte
la di�raction des objets plus complexes pour laquelle l'approche UTD n'est
pas su�sante.

2.6 Perspectives pour cette thèse.

L'objectif étant de développer un logiciel de plani�cation de réseau WiFi, il
faut pour cela choisir une méthode déterministe. En e�et, en milieu con�né les
phénomènes de ré�exions et di�ractions sont nombreux et il est nécessaire de les
simuler le plus précisément possible. De nombreuses approches dans la littérature
proposent des modèles géométriques, car moins complexes que les méthodes dis-
crètes. Mais pour prendre en compte la di�raction, l'ajout de la théorie uniforme
de la di�raction est nécessaire, d'où une hausse très importante de la complexité.

D'un autre côté les méthodes discrètes sont très précises et prennent bien en
compte les phénomènes de di�raction, mais ont peu été utilisées pour le calcul de
couverture, car trop exigeantes au niveau de la mémoire et des temps de calcul.
Dans cette thèse, nous allons donc partir des méthodes discrètes (la méthode
ParFlow décrite précédemment) et chercher à réduire au maximum sa complexité.

Notre objectif est donc d'implémenter une méthode discrète dans un logiciel
de plani�cation de réseau WiFi, et de la paramètrer pour simuler de façon précise
des cartes de couverture. Cette méthode devra permettre une précision de simu-
lation maximale pour des temps de simulation les plus courts possibles. En e�et,
le but du logiciel de la société Sygmum étant d'aider les installateurs à déployer
des réseaux, il faut que le temps de réalisation d'une simulation soit faible (de
l'ordre de quelques minutes). De plus, pour ne pas obliger l'utilisateur à investir
dans une station de travail onéreuse, il faut que le logiciel fonctionne sur un PC
haut de gamme actuel. Notre con�guration cible un processeur à 3GHz et 3Go
de mémoire vive
Le logiciel implémenté doit o�rir une précision de simulation de l'ordre de quelques
décibels et prendre en compte correctement les matériaux. Dans le cas de maté-
riaux spéciaux ou de propriétés non connues, une calibration doit être possible. Le
logiciel doit aussi prendre en compte les di�érents points d'accès en vente dans le
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commerce, qui sont caractérisés par des puissances d'émission et des diagrammes
d'antennes di�érents. En�n, et si nécessaire, la possibilité de simulation en trois
dimensions doit être o�erte à l'utilisateur.
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Chapitre 3

La méthode ParFlow dans le

domaine fréquentiel MR-FDPF.

Nous présentons dans ce chapitre l'algorithme MR-FDPF pour la prédiction de cou-
verture 2D. L'approche proposée est construite à partir de la formulation dans le do-
maine fréquentiel de l'équation initiale des �ux partiels (ParFlow) déjà présentée au
chapitre précédent. Cette transposition dans le domaine fréquentiel ramène le problème
à la résolution d'un système linéaire. Nous résolvons ce système par une approche multi-
résolution grâce à la dé�nition de MR-nodes, ensembles rectangulaires élémentaires de
noeuds de transmission. Nous montrons qu'au niveau des MR-nodes, seuls les �ux de
bords sont indispensables pour le calcul de la propagation, ce qui réduit beaucoup la com-
plexité de la phase de propagation (O(N2 · log(N)) au lieu de O(N3)) et permet de
déporter une grande partie des calculs dans une phase de pré-traitement. Cette phase
de pré-traitement a le grand intérêt de ne pas dépendre de la position des sources, ce
qui peut être exploité e�cacement lors du calcul de sources multiples. De plus l'approche
multi-résolution permet d'adapter le ratio complexité/précision en stoppant les calculs
lors de la phase descendante, à un niveau intermédiaire. Contrairement au lancer de
rayon, où ce compromis est réglé par la sélection du nombre maximal de ré�exions à
prendre en compte, nous ne faisons ici aucune hypothèse réductrice quand aux condi-
tions de propagation.
Nous présentons alors l'implémentation de la méthode MR-FDPF et certaines optimi-
sations algorithmiques. Ce sont les premières contributions de cette thèse : Un décou-
page adaptatif de l'environnement permet de réduire signi�cativement les besoins en
ressources mémoire et en temps de calcul. De plus, l'utilisation d'un stockage global des
�ux permet de réduire la mémoire nécessaire. En�n le passage de quelques parties com-
plexes du code en C optimisé (Blas) et leur interface avec JAVA (JNI) permet de réduire
encore les temps de calcul.
Pour terminer cette section, quelques exemples préliminaires permettent de véri�er
l'atout principal de la méthode MR-FDPF : la prise en compte implicite des phéno-
mènes de ré�exion et de di�raction.
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3.1 Contraintes et objectifs.

Toutes les méthodes présentées dans la partie précédente ont, chacune, leurs
caractéristiques propres au niveau des temps de calcul, de la précision obtenue, et
des résultats souhaités. Il est important avant de détailler la méthode MR-FDPF
d'en expliquer le but.
Notre objectif initial s'inscrit dans le cadre de la simulation de réseaux sans
�l, et plus particulièrement de la plani�cation et de l'optimisation des réseaux
WLAN. Ceci implique le calcul de couvertures radios complètes pour un grand
nombre de sources potentielles, et pas seulement de calculer le lien radio entre
quelques points. Pour résoudre ce problème, les approches classiques sont issues
des méthodes empiriques ou géométriques, de type Ray Tracing. Les derniers tra-
vaux avaient pour but, soit de réduire la complexité de calcul, soit d'améliorer la
précision (en ajoutant par exemple la théorie uniforme de la di�raction). Dans
notre approche, nous avons choisi au contraire de partir d'un modèle potentiel-
lement très précis mais très exigeant au niveau des calculs. Nous nous sommes
alors concentrés sur la réduction de la complexité. C'est cette démarche qui est
détaillée dans ce chapitre. La section 3.2 présente les principes de l'approche MR-
FDPF. La section 3.3 évalue la complexité de l'approche proposée. Les sections
3.4 et 3.5 présentent 2 aspects importants pour l'implémentation de la méthode.

3.2 Théorie de la méthode MR-FDPF.

3.2.1 Passage dans le domaine fréquentiel : Méthode FDPF.

La méthode FDPF (Frequency Domain ParFlow) a été proposée par Gorce
en 2001 [39]. Elle est basée sur une transposition dans le domaine fréquentiel de
l'équation de ParFlow posée par Chopard [19].
Cette transposition se fait en e�ectuant la transformée de Fourier de l'équation
de ParFlow (équation 2.12) ce qui aboutit à :

−→
F (r, ν) = Σ(r, ν) ·

←−
F (r, ν) +

−→
S (r, ν) (3.1)

avec Σ(r, ν) = Σ(r) ·e−j2πνdt,
−→
F (r, ν) les �ux sortants, et

←−
F (r, ν) les �ux entrants

Cette transposition dans le domaine de Fourier conduit, pour une fréquence don-
née, à un système linéaire. La réponse en bande étroite autour de la fréquence
porteuse ν0 peut donc être obtenue en résolvant ce système pour cette fréquence.
Dans ce cas, on perd deux informations potentiellement intéressantes pour la ca-
ractérisation de l'environnement : le délai de propagation et la réponse impulsion-
nelle du canal (large bande). Ces paramètres peuvent être obtenus en résolvant
ce système pour di�érentes fréquences autour de la porteuse. A partir de ces si-
mulations la réponse impulsionnelle du canal peut être obtenue par transformée
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de Fourier inverse. Cela représente néanmoins un surcoût de calcul important.
Notons qu'aux fréquences de 2.4GHz ou 5.1GHz en environnement Indoor, l'éta-
lement temporel est la plupart du temps petit devant la durée chip des systèmes
radios standards (WiFi, Bluetooth, ...), donc nous nous placerons dans ce chapitre
dans le cas de l'étude de la réponse bande étroite.

Notons également que dans leurs travaux, Chopard et al.[19] ont choisi égale-
ment de travailler en régime harmonique, et arrêtent les calculs lorsque le champ
permanent est obtenu.

L'équation 3.1 peut également s'exprimer localement, en tout point r. Sépa-
rons les �ux en �ux de bords Fb(r) et en �ux internes F̆(r) de la façon suivante :

←−
Fb(r) =


←−
fE(r)
←−
fW (r)
←−
fS(r)
←−
fN(r)

 ;
−→
Fb(r) =


−→
fE(r)
−→
fW (r)
−→
fS(r)
−→
fN(r)

 (3.2)

et
F̆(r) = f̆0(r) (3.3)

L'équation 3.1 s'écrit localement sous la forme :( −→
Fb(r)

F̆(r)

)
= Σ(r) ·

( ←−
Fb(r)

F̆(r)

)
+

( −→
S ex(r)−→
S 0(r)

)
(3.4)

avec
−→
S (r) les �ux sortants de la source et Σ(r) la matrice de di�usion locale.

Cette matrice peut se décomposer en 4 parties, sous la forme :

Σ(r) =
(

Σee(r) Σei(r)
Σie(r) Σii(r)

)
(3.5)

où les indices e et i représentent respectivement les �ux d'échange et les �ux
internes. Le détail des 4 blocs, en posant σ0 = e−j2πνdt

2n2
r

, est :

Σee(r) = σ0 ·
(

1 αr 1 1
αr 1 1 1
1 1 1 αr
1 1 αr 1

)
(3.6)

Σei(r) = σ0 ·
( Yr
Yr
Yr
Yr

)
(3.7)

Σie(r) = σ0 · ( 1 1 1 1 ) (3.8)

Σii(r) = σ0 · βr (3.9)

Attardons-nous un peu sur l'équation (3.4). On remarque que le �ux interne
F̆(r) intervient à la fois dans le membre gauche et le membre droit de l'équation.
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De plus, ce �ux n'étant connecté à aucune autre cellule, il ne dépend que de cette
équation. On peut alors résoudre ce système relativement au �ux interne. Ce qui
conduit à :

F̆(r) = (Id− Σii(r))
−1 ·

(
Σie(r) ·

←−
Fb(r) +

−→
S 0(r)

)
(3.10)

En réinjectant ce résultat dans (3.4), on obtient l'équation de di�usion locale,
sans �ux interne : −→

Fb(r) = Σb(r) ·
←−
Fb(r) +

−→
S b(r) (3.11)

où Σb(r) est la matrice de di�usion locale dans le domaine fréquentiel, qui est
égale à :

Σb(r) = Σei(r) · (Id− Σii(r))
−1 · Σie(r) (3.12)

et
−→
S b(r) est la source équivalente :

−→
S b(r) =

−→
S ex(r) + Σei(r) · (Id− Σii(r))

−1 ·
−→
S 0(r) (3.13)

Notons qu'à ce stade, une source n'a, à priori, pas de �ux interne, et on a donc−→
S b(r) =

−→
S ex(r).

L'équation 3.11 est l'équation de ParFlow dans le domaine fréquentiel qui ne
tient compte que des �ux d'échange. Elle s'écrit sous forme globale :

F = Ω0 · F + S (3.14)

où Ω0 est la matrice de propagation obtenue par concaténation de toutes les ma-
trices de di�usion locale. Le vecteur F est obtenu par concaténation de l'ensemble
des �ux d'échange de toutes les cellules ParFlow.

Une première approche pour résoudre ce système consiste à passer à gauche
les deux termes dépendant de F dans 3.14 :

(Id − Ω0) · F = S (3.15)

L'objectif est donc d'inverser la matrice (Id−Ω0) qui est de très grande dimension.
Par exemple, pour un système de 100mX100m avec un pas de discrétisation de
10cm il faudrait inverser une matrice de (4 ·106)2 éléments ce qui est trop coûteux
en pratique.

Ce système peut également s'écrire sous la forme d'une suite géométrique :

F =
∞∑
k=0

(Ω0)k · S = S + Ω0 · S + (Ω0)2 · S + . . . (3.16)

ce qui permet une résolution itérative, où la solution à l'itération (k) est donnée
par :

−→
F (r) =

k=∞∑
k=0

−→
Fk(r) (3.17)
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en posant :

−→
Fk(r) = Σ0(r) ·

←−−
Fk−1(r) +

−→
S (r) (3.18)

L'algorithme dans le domaine fréquentiel, implanté grâce aux matrices de
di�usion locale, est alors assez similaire à l'algorithme temporel :

Initialisation

∀d ∈ {E,W, S,N},
−→
f sb = s0

∀m 6= s, set
−→
Fe(m) = 0

∀m,
−→
Fe(m) =

−→
Fe(m)

FAIRE
Mise à jour des �ux entrants :

∀m,
←−
Fn(m) = N(

−→
Fn(m))

Calcul des �ux sortants

∀m,
−→
Fn(m) = Σe(m) ·

←−
Fn(m)

Accumulation

∀m,
−→
Fe(m) =

−→
Fe(m) +

−→
Fn(m)

JUSQU'A CONVERGENCE : (∀m,
−→
Fn(m)�

−→
Fe(m))

On notera que ce n'est plus tout à fait un automate cellulaire. A chaque ité-
ration, les variables locales accumulent les composantes déjà propagées, jusqu'à
convergence.

Le fait d'avoir transposé l'équation de ParFlow dans le domaine fréquentiel ne
présente pas pour l'instant d'avantage majeur en terme de complexité de calcul
par rapport à la méthode ParFlow standard. D'autant plus que le passage en
fréquentiel nous a fait perdre toutes les informations de temps. Par contre, le
principe de suppression des �ux internes, possible en fréquentiel seulement et qui
permet de ne travailler qu'avec les �ux de bord, est le principe élémentaire qui
va permettre de construire l'approche multi-résolution.

3.2.2 L'algorithme FDPF multi-résolution : MR-FDPF.

3.2.2.1 Dé�nition des MR-nodes.

Un MR-node est dé�ni comme un ensemble rectangulaire de pixels et est ca-
ractérisé par sa taille et sa position dans l'environnement global. Un MR-node et
ses �ux sont représentés à la �gure 3.1.
En regroupant toutes les équations ParFlow (équation 3.4) des noeuds élémen-
taires appartenant à un MR-node, on peut écrire l'équation de propagation qui
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Fig. 3.1 � Le MR-node : regroupement des pixels de la méthode ParFlow.

lui est associée, en séparant les �ux internes et les �ux de bord (représentés �gure
3.1) : ( −→

Fb(k)

F̆(k)

)
= Σ(k) ·

( ←−
Fb(k)

F̆(k)

)
+

( −→
S b(k)

e
o

S(k)

)
(3.19)

où
←−
Fb(k) et

−→
Fb(k) représentent les �ux de bord du MR-node, respectivement

entrants et sortants :

←−
Fb(bk) =


←−
fE(bk)←−
fW (bk)←−
fS(bk)←−
fN(bk)

 ;
−→
Fb(bk) =


−→
fE(bk)−→
fW (bk)−→
fS(bk)−→
fN(bk)

 (3.20)

et F̆(k) les �ux d'échanges internes, c'est à dire ceux qui relient des pixels du
même bloc.
L'intérêt de ce regroupement en ensemble de pixels est de travailler avec les �ux
de bord seulement. On retrouve en e�et la structure d'équation obtenue en 3.4.
On peut alors résoudre l'équation 3.19 relativement aux �ux internes qui n'inter-
viennent pas dans les autres MR-nodes.

3.2.2.2 Organisation hiérarchique des MR-nodes.

Considérons deux MR-nodes adjacents i et j, que l'on regroupe pour former
un MR-node père, k, comme illustré à la �gure 3.2. L'équation de di�usion locale
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Fig. 3.2 � Le MR-node père est obtenu à partir de deux MR-nodes �ls.

associée au noeud père est obtenue par concaténation des équations des 2 noeuds
�ls, conduisant à :( −→

Fb(i)−→
Fb(j)

)
=

(
Σ(i) 0

0 Σ(j)

)
·

( ←−
Fb(i)←−
Fb(j)

)
+

( −→
S b(i)−→
S b(j)

)
(3.21)

Pour résoudre cette équation, il su�t de réorganiser ces �ux en 2 groupes : les �ux
externes, et les �ux internes. Les �ux internes sont les �ux qui connectent entre
eux les 2 noeuds i et j. Cette équation peut encore ici se résoudre partiellement
en considerant les �ux internes au noeud k, c'est à dire les �ux qui relient les
blocs i et j. Détaillons le cas d'un regroupement horizontal comme illustré à la
�gure 3.2.
Dans ce cas les �ux internes du bloc k sont égaux à :

F̆(k) =

( ←−
fW (i)
←−
fE(j)

)
=

( −→
fW (j)
−→
fE(i)

)
(3.22)

Et les �ux externes du bloc père sont, pour les �ux entrants :

←−
fE(k) =

←−
fE(i);

←−
fW (k) =

←−
fW (j)

←−
fS(k) =

( ←−
fS(i)
←−
fS(j)

)
;
←−
fN(k) =

( ←−
fN(i)
←−
fN(j)

) (3.23)

et pour les �ux sortants :

−→
fE(k) =

−→
fE(j);

−→
fW (k) =

−→
fW (i)

−→
fS(k) =

( −→
fS(i)
−→
fS(j)

)
;
−→
fN(k) =

( −→
fN(i)
−→
fN(j)

) (3.24)
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3.2.2.3 L'approche multi-résolution.

L'algorithme multi-résolution est basé sur la généralisation récursive de ce
principe de regroupement. Il va permettre de résoudre exactement l'équation
ParFlow (3.15), donc les équations de Maxwell, en déportant l'inversion de ma-
trice globale à une succession d'inversions, réalisées au niveau des MR-nodes. Cela
va permettre de travailler sur des matrices de plus petites dimensions donc plus
facilement inversibles.
Pour cela la première étape est de construire un arbre binaire de MR-nodes.
Cet arbre est construit en partant du MR-node de tout l'environnement (appelé
HeadNode) et découpé récursivement en MR-nodes �ls jusqu'à atteindre des MR-
nodes de la taille d'un pixel.
Une fois cet arbre construit, la phase de propagation d'une source se décompose
en deux étapes :

� une phase montante démarrant du noeud élémentaire où se situe la source
et calculant les �ux du bloc père, considéré à son tour comme une source. Ce
calcul est e�ectué récursivement jusqu'à atteindre le sommet de la pyramide.

� une phase descendante démarrant des �ux internes du head-node, et qui ré-
cursivement redescend l'arbre binaire vers toutes les branches pour calculer
les �ux entrants au niveau de chaque MR-node �ls jusqu'à atteindre le bas
de l'arbre (les MR-nodes de la taille d'un pixel), ou toute autre résolution
souhaitée.

Ces trois étapes sont détaillées ci-dessous. Les calculs associés sont obtenus par
la résolution de (3.21). Commençons par la ré-écrire sous la forme :( −→

Fe(k)

F̆(k)

)
=

(
Σee(k) Σei(k)
Σie(k) Σii(k)

)
·

( ←−
Fe(k)

F̆(k)

)
+

( −→
S ex(k)
−→
S 0(k)

)
, (3.25)

La résolution par rapport aux �ux internes donne :

F̆(k) = (Id− Σii(k))−1 ·
(

Σie(k) ·
←−
Fe(k) +

−→
S 0(k)

)
. (3.26)

Les �ux sortants sont alors donnés par :

−→
Fe(k) = Σe(k) ·

←−
Fe(k) +

−→
S e(k), (3.27)

avec
Σe(k) = Σei(k) · (Id− Σii(k))−1 · Σie(k), (3.28)

et
−→
S e(k) =

−→
S ex(k) + Σei(k) · (Id− Σii(k))−1 ·

−→
S 0(k). (3.29)
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Nous illutrons le calcul des matrices uniquement dans le cas du regroupement
de deux MR-nodes i et j, dans le sens horizontal. La matrice de di�usion associée
à un bloc k quelconque peut s'écrire de façon générale, sous la forme :

Σe(k) =

( σEE σEW σES σEN
σWE σWW σWS σWN
σSE σSW σSS σSN
σNE σNW σNS σNN
σOE σOW σOS σON

)
(3.30)

où la sous-matrice σNW (k) par exemple, représente la propagation dans le bloc
k, d'un �ux ouest (W) entrant vers un �ux nord (N) sortant. Nous avons omis
l'indice k dans l'équation par soucis de lisibilité. Calculer cette matrice pour le
bloc k se fait à partir de la connaissance de ces matrices pour les blocs �ls i et j.

Lors du regroupement horizontal l'utilisation de ces dé�nitions, permet d'écrire :

Σee(k) =


[0] σEW (j) [0] σES(j) [0] σEN (j)

σWE(i) [0] σWS(i) [0] σWN (i) [0]
σSE(i) [0] σSS(i) [0] σSN (i) [0]

[0] σSW (j) [0] σSS(j) [0] σSN (j)
σNE(i) [0] σNS(i) [0] σNN (i) [0]

[0] σNW (j) [0] σNS(j) [0] σNN (j)

 (3.31)

Σei(k) =


[0] σEE(j)

σWW (i) [0]
σSW (i) [0]

[0] σSE(j)
σNW (i) [0]

[0] σNE(j)

 (3.32)

Σie(k) =
(

[0] σWW (j) [0] σWS(j) [0]σWN (j)
σEE(i) [0] σES(i) [0] σEN (i) [0]

)
(3.33)

Σii(k) =
(

[0] σWE(j)
σEW (i) [0]

)
(3.34)

Ces expressions permettent d'évaluer facilement les calculs à faire pour obtenir la
matrice de di�usion associée au bloc k conformément à l'équation (3.28), comme
nous allons le détailler maintenant.

La phase de pré-traitement La phase de pré-traitement consiste à calculer,
pour chaque MR-node, la matrice de di�usion réduite associée. Cette phase cor-
respond à la résolution de l'équation (3.28), à partir des matrices des noeuds �ls.
Ce calcul repose sur l'inversion de

I (k) = (Id− Σii(k))−1 (3.35)

Cette matrice I (k) est appelée matrice interne du bloc, car elle sert au calcul du ré-
gime permanent du bloc. Dans le cas du regroupement horizontal, l'équation 3.34
montre que ce calcul d'inversion repose sur le calcul de (Id − σWE(j)σEW (i))−1.
La taille de cette matrice est Ny × Ny où Ny est la longueur du bord commun
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entre les deux noeuds �ls. Cette inversion ne pose pas de di�culté algorithmique,
et se révèle très stable. Cela est liée à la structure des matrices de di�usion, et à la
valeur des coe�cients de di�usion. Les valeurs propres des matrices de di�usion
sont strictement inférieures à 1 (sauf cas très particulier, où l'on peut avoir une
valeur de 1). Ceci garantit que l'inversion est possible. Une fois cette inversion
calculée, il reste à �naliser le calcul de la matrice de di�usion donné par (3.28),
en exploitant les expressions données dans (3.31) à (3.33).

En terme de stockage, il faut mettre en mémoire la matrice de di�usion qui va
être utilisée aux niveaux supérieurs, et la matrice interne, indispensable au calcul
du régime permanent.

Un point intéressant de la méthode MR-FDPF, mis à part le fait de diminuer
la complexité de calcul en travaillant sur des matrices plus petites, est aussi l'uni-
cité de la phase de pré-traitement. En e�et, quand on a construit l'arbre binaire
des MR-nodes, on peut calculer les matrices Σ(k) qui ne dépendent que des ma-
tériaux qui composent les MR-nodes, indépendamment des sources à propager.
La phase de pré-traitement, qui est de loin la plus lourde en calculs (multiplica-
tions et inversions de matrices de tailles conséquentes), n'a besoin d'être e�ectuée
qu'une fois pour un environnement donné. Les matrices de propagation pourront
être stockées en mémoire et utilisées dans la phase de propagation.

Une fois ce pré-traitement e�ectué, on peut choisir l'emplacement d'un noeud
source et en calculer la propagation lors des deux phases de propagation.

Fig. 3.3 � Illustration de la phase montante. Calcul de la source équivalente.

La phase montante : propagation de la source vers le haut de la pyra-
mide Supposons que le MR-node i soit un noeud source. Il est associé avec son
MR-node frère j. Lors de la phase montante, il s'agit de calculer la valeur des �ux
sortants du MR-node père k, qui sera à son tour considéré comme un MR-node
source.

Ce calcul s'e�ectue en deux étapes. On calcule tout d'abord les �ux internes
du MR-node k comme représenté à la �gure 3.3b. Ce calcul revient à calculer la
valeur des �ux d'échange entre les MR-nodes i et j, en régime permanent, lorque
le MR-node k est isolé du reste, c'est à dire lorsque les �ux entrants sont nuls.
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On utilise (3.26), dans laquelle les �ux entrants sont mis à 0. On obtient :

F̆(k) = I (k) ·
−→
S 0(k) (3.36)

Une fois ce régime permanent calculé, il reste à calculer les �ux sortants du MR-
node k, c'est à dire les �ux sources du bloc père (Figure 3.3 c). On utilise pour
cela (3.29), en y intégrant le résultat ci-dessus :

−→
S e(k) =

−→
S ex(k) + U (k) · F̆(k) (3.37)

où U(k), la matrice montante (Upward) de k, est dé�nie par :

U (k) = Σei(k) (3.38)

C'est donc grâce à cette équation que l'on peut calculer, à partir des �ux des
MR-nodes �ls, quelle est la source équivalente au niveau supérieur de l'arbre
binaire, ou, autrement dit, quels sont les �ux sortants du bloc père. Lors de
la phase montante de propagation, on peut donc partir du pixel correspondant
à la source, calculer itérativement les sources équivalentes imbriquées, jusqu'à
atteindre le haut de la pyramide, c'est à dire le Headnode. Ce procédé de phase
montante est illustré à la �gure 3.4.

Deux points importants sont à noter : On utilise pour le calcul du régime
permanent, la matrice interne calculée dans la phase de pré-traitement, et une
matrice appelée matrice montante, et notée U(k). Cette matrice montante U(k)
est égale à Σei(k), qui est détaillé pour le regroupement horizontal, dans (3.32).
On remarque que cette matrice dépend directement des matrices de di�usion des
blocs �ls. On n'a donc pas besoin de stocker de matrice supplémentaire, puisque
cette matrice est déjà stockée au niveau des blocs �ls.

La phase descendante : propagation des �ux vers le bas de la pyramide
La phase descendante consiste à calculer les �ux entrants dans les MR-nodes �ls
i et j en régime permanent, à partir de la connaissance des �ux entrants dans le
MR-node père k comme représenté à la �gure 3.5.
Seuls les �ux internes à k, i.e. les �ux d'échange entre i et j sont à déterminer.
On utilise encore (3.26). Dans le membre de droite

−→
S 0(k) est nul si le MR-node

k n'est pas un noeud source. Si k est un noeud source, sa contribution a déjà été
calculée et stockée lors de la phase montante. Il reste dans les deux cas à calculer
la contribution des �ux entrants, donnée par :

F̆(k) = I (k) ·D(k) ·
←−
Fb(k) (3.39)

où D(k) est la matrice descendante de k (Downward) dé�nie par :

D(k) = Σie(k) (3.40)
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Fig. 3.4 � Illustration du parcours de la pyramide lors de la phase montante.

Fig. 3.5 � Illustration de la phase descendante. Calcul des �ux entrants aux
niveau des MR-nodes �ls.
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Cette équation permet de calculer l'énergie entrant dans les MR-nodes �ls, connais-
sant les �ux d'un MR-node père. Il faut noter que dans cette phase descendante,
les �ux entrants sur chaque bord de chaque MR-node contiennent leurs valeurs
exactes, résultat du problème initial à résoudre. Ils ne sont plus modi�és par la
suite. Lors de la descente, les �ux de bords calculés sont projetés sur les �ux
internes, jusqu'à avoir calculé l'ensemble des �ux, et ce récursivement à partir du
Headnode comme représenté à la �gure 3.6 jusqu'à atteindre la résolution sou-
haitée. Encore une fois, le calcul repose sur deux matrices, toujours la matrice

Fig. 3.6 � Illustration du parcours de la pyramide lors de la phase descendante.

interne déjà décrite, et une matrice appelée descendante, qui elle aussi est une
combinaison directe des sous-matrices de di�usion des blocs �ls. On montre bien
que pour chaque bloc, ne doivent être sauvegardés en mémoire, que la matrice
interne, et la matrice de di�usion.

3.2.2.4 Calcul de zone de couverture.

Ces trois étapes permettent de calculer le champ rayonné par une source
ponctuelle, solution exacte de l'équation fréquentielle de ParFlow. L'algorithme
MR-FDPF se résume à :

Initialisation du prétraitement :
Construire l'arbre binaire des MR-nodes (arbre à L niveau)

Prétraitement :
Pour ` = 1 à L− 1 :
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∀k calculer les matrices Σ(b`k), I (b`k), U (b`k), D(b`k)
Initialisation de la propagation :

∀` ; ∀k ; F̆(b`k) = 0
Propagation phase montante :

Pour ` = 1 à L− 1 :
Mettre à jour les �ux : Se(b

`−1
s )⇒ S0(b`s) ; Sex(b

`
s)

Calculer les �ux internes : F̆(b`s) = I (b`s) · S0(b`s)

Calculer la source équivalente : Se(b
`
s) = Sex(b

`
s) + U (b`s) · F̆(b`s)

Propagation phase descendante :
Pour ` = L− 1 à 0,

Pour k = 0 à K` − 1 :

Calculer : F̆(b`k) = F̆(b`k) + I (b`k) ·D(b`k) ·
←−
Fe(b

`
k)

Mettre à jour les �ux entrants des MR-nodes �ls :
←−
F (b`k)⇒

←−
Fe(b

`−1
i ) ;

←−
Fe(b

`−1
j )

Comme dit précédemment, l'étape de pré-traitement n'a pas besoin d'être re-
lancée plusieurs fois et l'arbre binaire et les matrices peuvent être stockées en
mémoire quand on souhaite lancer plusieurs calculs de propagation.
Un intérêt de la méthode MR-FDPF est que, dans la phase de propagation des-
cendante, on peut arrêter le calcul à une résolution intermédiaire. Dans ce cas,
les �ux entrants associés à chaque MR-node terminal sont les solutions exactes
de l'équation ParFlow, incluant tous les phénomènes de ré�exion et di�raction.
On estime alors la valeur moyenne de la puissance reçue en chaque MR-node de
l'environnement de taille NxXNy par la formule :

P (bi) =
‖
←−
F (bi)‖2

2 · (Nx +Ny)
(3.41)

3.3 Etude de complexité.

3.3.1 Complexité de la phase de pré-traitement.

Pour simpli�er l'analyse, on considère ici un environnement carré (Nx = Ny =
2m). De même, l'arbre binaire est construit en coupant les MR-nodes en 2 MR-
nodes �ls de mêmes dimensions. Ainsi, le nombre de niveaux dans la pyramide
est : L = 2 · log2(Nx).

Le calcul principal e�ectué lors du pré-traitement correspond au calcul de la
matrice des �ux internes (équation 3.35) puis à l'estimation de la matrice de di�u-
sion. Le calcul de la complexité repose sur le calcul du nombre de multiplications
de sous matrices à e�ectuer pour calculer la matrice de di�usion du bloc k, à
partir des équations (3.34). On exploite également les propriétés de symétrie des
sous-matrices, qui sont liées à la propriété de réciprocité de la propagation et des
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matrices élémentaires ParFlow. Cette symétrie permet d'écrire : σXY = σt
Ȳ X̄

, où
X̄ représente la direction opposée à la direction X, par exemple W̄ = E. Remar-
quons que les sous-matrices de retour de �ux (celles qui permettent le calcul d'un
�ux sortant par le côté où il est entré) n'ont pas de sous-matrice correspondante.
La propriété ennoncé ci-dessus indique qu'elles sont symétriques : σEW = σtEW .
La complexité de calcul à chaque niveau l, en fonction de la parité de l est donnée
par :
C(l) = O(19 ·N2

x · 2q) si l = 2 · q
C(l) = O(27 ·N2

x · 2q−1) si l = 2 · q + 1
Le coût de calcul associé aux matrices de l'arbre binaire complet est donc donné
par :

C(prep) = O(52 ·N3
x) (3.42)

En ce qui concerne la ressource mémoire, le stockage des matrices de di�usion
d'un MR-node blk (matrice de di�usion + matrice interne) est égale à :

M(blk) = 13 · 2l ·m (3.43)

où m est l'unité mémoire nécessaire au stockage d'une variable complexe. La
mémoire à chaque niveau de la pyramide est donc :

M(l) = 13 ·N2
x ·m (3.44)

D'où une mémoire totale de :

M(prep) = 26 · log2(Nx) ·N2
x ·m (3.45)

Il est possible de réduire signi�cativement ces besoins en ressources mémoire.
En e�et, dans le calcul précédent, on a considéré que chaque MR-node possé-
dait ses propres matrices. En réalité, lorsque 2 MR-nodes sont identiques, ils ont
les mêmes matrices. Ainsi, dans le cas d'un espace complètement homogène et
découpé régulièrement selon les hypothèses faites en début de section, un seul
type de MR-node est dé�ni par niveau dans la pyramide : les ressources mémoire
nécessaires au niveau l − 1 sont égales à la moitié des ressources nécessaires au
niveau l. On obtient Mmin(prep) = O(26N2

x). On peut donc écrire :

26 ·N2
x ·m < M(prep) < 26 · log2(Nx) ·N2

x ·m (3.46)

Notons que cette optimisation par réutilisation des matrices de di�usion peut
réduire signi�cativement les besoins en mémoire, mais a�ecte assez peu la charge
de calcul. En e�et, ce sont les étages les plus élevés qui coûtent le plus cher en
temps de calcul. Le nombre de MR-nodes est réduit par 2 à chaque niveau, mais
la complexité de calcul par MR-node augmente d'un facteur 4. En réalité, le pre-
mier MR-node (HeadNode), à lui seul, monopolise près de la moitié de la charge
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de calcul du prétraitement. Concernant la mémoire, chaque niveau nécessite les
mêmes ressources. Mais la ré-utilisation des matrices permet de réduire les be-
soins des niveaux les plus bas. Dans le cas homogène et avec une réutilisation
optimale, les premiers niveaux consommant plus que les derniers.

On imagine bien alors que toute optimisation de calcul et de stockage des
MR-nodes de grande taille aura un impact signi�catif sur les performances de la
méthode.

3.3.2 Complexité de la phase montante de propagation.

La complexité de la phase montante n'est pas très élevée, car contrairement
au pré-traitement et à la phase descendante, seul un MR-node par niveau est
concerné. Le coût de calcul correspondant est :

C(up) = O(3 ·N2
x) (3.47)

Encore une fois, la moitié de la charge de calcul est consacrée au calcul de la
dernière source équivalente.

3.3.3 Complexité de la phase descendante de propagation.

Au niveau de la phase descendante, la complexité associée à un MR-node est
de 4 · 2l si l = 2 · q + 1 ou 6 · 2l si l = 2 · q donc la complexité à chaque niveau de
la pyramide est constante et donnée par :
C(l) = O(6 ·N2

x) si l = 2 · q
C(l) = O(4 ·N2

x) si l = 2 · q + 1
On peut donc déduire la complexité pour toute la pyramide :

C(down) = O
(
10 · log2(Nx) ·N2

x

)
(3.48)

3.3.4 Comparaison avec la méthode ParFlow standard.

La complexité de la méthode ParFlow, dans le domaine temporel et sans
optimisation, est facilement calculée. En e�et, l'implémentation par automate
cellulaire conduit à 16 multiplications pour chaque noeud et pour chaque itéra-
tion. Sachant que la propagation du front d'onde jusqu'à une distance de n pixels
nécessite au minimum

√
(2).n itérations, la propagation d'une source à travers

l'ensemble de l'environnement avec prise en compte des ré�exions multiples, né-
cessite un nombre d'itérations supérieur à k · N . La valeur de k est di�cile à
déterminer et dépend de la précision recherchée. Il est au moins égal à quelques
unités. Ainsi, le coût de calcul complet est donné par :

C(ParF low) = O(16 · k ·N3
x) (3.49)



Méthodes de construction de l'arbre binaire. 59

La phase de pré-traitement de la méthode MR-FDPF a une complexité équiva-
lente. Par contre, la phase de propagation représente une charge de calcul essen-
tiellement consacrée à la phase descendante qui est en O(N2 · log(N)).

Ces résultats montrent un grand intérêt de la méthode MR-FDPF : En ayant
déporté une grande partie des calculs dans la phase de pré-traitement, la com-
plexité de propagation d'une source devient équivalente à quelques itérations
seulement de la méthode temporelle. De plus, la solution obtenue est la solution
exacte des équations ParFlow.

3.4 Méthodes de construction de l'arbre binaire.

3.4.1 Discrétisation de l'environnement.

L'étape de discrétisation de l'environnement est une étape importante quelle
que soit la méthode étudiée. Pour les approches géométriques, l'environnement
est en général décrit par une liste d'objets vectoriels (murs, meubles, ...). Chaque
objet agit avec les rayons lancés à partir de la source.

Au contraire, dans l'approche MR-FDPF, comme dans toute approche à élé-
ments �nis, l'espace doit être discrétisé selon un maillage précis. La méthode que
nous avons développée repose sur un maillage régulier. Mais, pour faciliter la
manipulations de di�érentes résolutions, nous avons choisi de décrire l'environne-
ment sous une forme vectorielle de même type que celle utilisée pour le lancer de
rayon (nous avons dé�ni un format XML compatible avec le format DXF utilisé
dans la plupart des logiciels de conception et d'architecture).

A partir de cette description vectorielle, avant même le calcul de pré-traitement,
une matrice discrète de l'environnement doit être construite. Chaque objet vec-
toriel est donc projeté dans l'espace de travail. Quelques précautions doivent être
prises, par exemple pour gérer les murs de faible épaisseur. L'épaisseur minimale
des murs pour leur projection est égale au pas de discrétisation dr et l'algorithme
de Bresenham [11] est utilisé pour les tracer sans discontinuité.
L'algorithme de pré-traitement est donc :
pour chaque mur :
si epaisseur > dr tous les points de l'environnement intérieur au mur sont mis à
la valeur de l'indice du matériau
si epaisseur <= dr tracer une ligne de Bresenham d'épaisseur 1 pixel ayant pour
valeur l'indice du matériau et reliant les extrémités du mur.
Nous avons généralisé cette approche aux di�érentes formes (cercles, murs courbes
et autres formes géométriques).
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3.4.2 Polarisation et conditions aux limites.

La méthode ParFlow considère un champ magnétique scalaire. Cette approxi-
mation pourrait paraître importante, mais, comme la simulation est considérée
en deux dimensions, on peut considérer que la méthode simule une onde avec une
polarisation verticale. La polarisation ne pose donc pas de problème en 2D, ce
qui ne sera pas le cas en 3D.
Un autre problème important pour les approches de type TLM concerne les condi-
tions de bord. En e�et, les équations ParFLow imposent une continuité de la com-
posante transverse (implicitement celle que l'on considère en 2D) aux interfaces,
et en particulier aux limites. Or, sans gestion particulière des bords, les conditions
de continuité implicites sur les bords conduisent à la génération d'ondes ré�échies.
Nous avons donc introduit des absorbants sur les bords, suivant le principe d'une
chambre anéchoïde. Il s'agit en fait d'un matériau de même indice que l'air, mais
avec un coe�cient d'absorption légèrement inférieur à 1. De cette façon, une
partie de l'énergie de l'onde incidente est atténuée à travers cette couche, avant
d'atteindre les bords physiques de l'environnement discret. L'onde ré�échie est
alors d'amplitude plus faible et également a�aiblie par la traversée de l'absorbant.

La �gure 3.7.a illustre la création d'une matrice d'environnement : dans cet
exemple l'environnement de taille 5mX5m est discrétisé à un pas dr = 50cm,
avec un mur en béton (gris) de 120cm d'épaisseur et un mur en plâtre (jaune) de
20cm d'épaisseur. La matrice d'environnement correspondante est représentée à
droite.

3.4.3 Découpage adaptif de l'environnement.

Pour construire l'arbre binaire (encore appelé pyramide), la matrice d'environ-
nement créée préalablement va être récursivement découpée en deux MR-nodes en
redescendant jusqu'aux MR-nodes de 1× 1 pixel. Pendant cette phase, à chaque
MR-node est associé son MR-node père et ses 2 MR-nodes �ls. Nous avons montré
qu'il existe plusieurs types de découpages possibles et avons cherché à optimiser
ce procédé, car, suivant l'objectif �xé, il n'est pas forcément judicieux de couper
chaque fois les MR-nodes par le milieu [92, 91]. Nous avons retenu 2 principes de
découpage :

� l'approche régulière : Chaque MR-node est découpé en son centre dans le
sens de la plus grande longueur. Cela correspond à un arbre régulier, et
favorise la minimisation de charge de calcul de pré-traitement.

� L'approche irrégulière pure : Chaque MR-node est découpé selon une ligne
de discontinuité principale, c'est à dire le long d'un mur. Ce découpage
favorise l'obtention rapide de blocs homogènes (ne contenant qu'un seul



Méthodes de construction de l'arbre binaire. 61

Fig. 3.7 � Exemple d'un petit environnement de 5m X 5m composé de deux
cloisons (a) et matrice discrète correspondante obtenue(b).

matériau).
Pour rechercher la discontinuité principale, la méthode employée consiste à par-
courir le MR-node suivant sa plus grande dimension pour chaque indice i et à
compter le nombre de pixels di�érents entre les colonnes d'indice i et i + 1. On
appelle D(i) le nombre de discontinuités. Ce procédé est illustré à la �gure 3.8.

La recherche des blocs homogènes n'a pas pour seul but la réduction de la
charge de calcul ou de mémoire. L'obtention de zones homogènes permet d'e�ec-
tuer une segmentation très simple de l'environnement, par zones homogènes. Cela
permet ensuite de calculer, pour chaque bloc, une puissance moyenne, et d'éviter
de calculer le champ rayonné jusqu'à la résolution la plus �ne. De plus, la récu-
pération de la liste des blocs homogènes d'une certaine taille, permet d'obtenir
une liste de positions de référence pour le positionnement de points d'accès par
exemple. Ce principe a été utilisé avec succès par Ja�rès-Runser dans sa thèse
[95]. Un de nos objectifs est donc de minimiser le nombre de blocs homogènes ou
tout au moins d'en favoriser l'émergence.
Les deux approches de découpage (régulier et irrégulier pur) ont chacune des
avantages et des inconvénients : un découpage régulier a tendance à converger
plus vite vers des petits MR-nodes, qui auront donc des plus petites matrices
de di�usions à calculer et donc des temps de calcul plus faibles, mais par contre
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Fig. 3.8 � Méthode de recherche des nombres de discontinuités D(i).

ce type de découpage ne favorise pas les blocs homogènes ni la ré-utilisation de
blocs. Au contraire un découpage irrégulier favorise les blocs homogènes mais
augmente les temps de calcul, en particulier pour les plus gros MR-nodes, car la
taille moyenne des blocs réduit plus lentement.
Nous avons donc cherché un compromis c'est à dire un critère qui partage les
blocs selon des lignes de discontinuités en favorisant celles qui sont le plus proche
du centre des blocs. Une première approche est de dé�nir une zone de tolérance
de recherche des discontinuités autour du centre du MR-node(voir �gure 3.9). Si
une discontinuité se trouve dans la zone de découpage, on découpe selon celle-ci,
sinon on découpe au centre. L'indice est dé�ni par :
ToleranceM = N

2
− indice× c et ToleranceP = N

2
+ indice× c

avec N la longueur du MR-node.
La �gure 3.10 montre, pour un environnement de test de 233X233 pixels com-
posé de di�érentes cloisons, et pour les di�érents types de découpage, les temps de
calculs, la mémoire nécessaire (taille de la pyramide) et le nombre de BlocTypes
obtenus. Un indice de 0 équivaut à un découpage régulier et un indice de 100 à
un découpage irrégulier pur. Pour formuler autrement cette notion d'indice nous
avons proposé un nouveau critère de découpage : Pour chaque i compris entre 0
et N − 1 avec N la longueur du MR-node, le découpage s'e�ectue à l'indice im
dé�ni par :

im = argmax(Di.Ci) (3.50)

avec C(i) dé�ni par :

C(i) = 1−
∣∣∣∣i− cc

∣∣∣∣p (3.51)

et p tel que :
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Fig. 3.9 � La zone de tolérance de découpage.

Fig. 3.10 � Performance suivant le type de découpage.
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p = 0 si N < L
p = K si N >= L

Le critère ainsi dé�ni signi�e que pour les MR-nodes de longueur inférieure
à L le découpage est e�ectué selon la ligne de discontinuité maximale. En e�et,
les petits blocs ne coutent pas très cher en temps de calcul. Pour les blocs de
taille supérieure, on favorise le découpage par le centre, en limitant la recherche
de discontinuité à une certaine zone de tolérance.
L et K sont des paramètres de réglage. Il ont été réglés expérimentalement de
manière à optimiser le nombre et la taille des blocs homogènes pour l'environ-
nement de test de 233X233 pixels. Les valeurs trouvées expérimentalement sont
L = 4 et K = 6 [95]

Nous avons ensuite validé ces résultats sur l'environnement du laboratoire CITI
(environnement d'environ 20m × 70m). Les tableaux suivants représentent les
résultats obtenus respectivement pour les découpages irrégulier pur (le long des
murs), régulier (au centre des MR-nodes), et optimisé (avec notre critère)

Tab. 3.1 � Mémoire et temps de calculs nécessaires pour un découpage Régulier.

dr taille pyramide pré-traitement propag homogène propag max
50cm 2.4 Mo 0.5 s 0.060 s 0.064 s
20cm 14.2 Mo 1.9 s 0.146 s 0.486 s
10cm 57.8 Mo 9.1 s 0.375 s 1.680 s
5cm 231.4 Mo 46 s 1.5 s 6.457 s
2cm 1500 Mo 1863 s 28.3 s 114.7 s

Ces résultats permettent de véri�er plusieurs points. Tout d'abord nous voyons
bien que, au niveau du pré-traitement, le découpage irrégulier travaillant sur
de grosses matrices, la taille de l'arbre binaire, et donc le temps de calcul est
élevé. Au contraire, avec le découpage régulier, comme on tend plus vite vers
des petits MR-nodes, la taille de la pyramide et le temps de pré-traitement sont
les plus faibles. Le compromis que nous proposons se situe entre les approches
irrégulières et régulières au niveau du pré-traitement. Par contre au niveau du
temps de propagation notre approche est la plus rapide. Comme notre objectif
est de faire de la plani�cation, donc d'avoir des grands blocs homogènes, et un
temps de calcul de propagation le plus court possible, nous pouvons donc a�rmer
que notre approche est optimale.
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Tab. 3.2 � Mémoire et temps de calculs nécessaires pour un découpage Irrégulier
pur.

dr taille pyramide pré-traitement propag homogène propag max
50cm 3.5 Mo 0.5 s 0.044 s 0.068 s
20cm 21.1 Mo 4.6 s 0.108 s 0.507 s
10cm 86.9 Mo 25.9 s 0.298 s 1.7 s
5cm 365.4 Mo 155 s 1.1 s 7.0 s
2cm 2000 Mo 5836 s s 25.2 s 99.5 s

Tab. 3.3 � Mémoire et temps de calculs nécessaires pour un découpage avec
critère L = 4 et K = 6.

dr taille pyramide pré-traitement propag homogène propag max
50cm 3.6 Mo 0.6 s 0.034 s 0.067 s
20cm 17.5 Mo 2.1 s 0.084 s 0.476 s
10cm 63.4 Mo 8.1 s 0.234 s 1.65 s
5cm 258 Mo 53 s 0.80 s 6.5 s
2cm 1600 Mo 2787 s 5.7 s 53.9 s

3.5 Implémentation optimale des étapes de calcul.

3.5.1 Optimisation du pré-traitement.

3.5.1.1 Stockage des matrices de di�usion.

Une fois l'arbre binaire de MR-nodes construit, il faut calculer les matrices
de di�usion pour chaque MR-node et les stocker. C'est cet arbre binaire qui sera
stocké en mémoire et qui sera utilisé lors des deux phases de la propagation des
sources. Il est donc primordial d'essayer de minimiser la taille mémoire de l'arbre
binaire, donc des matrices de di�usion. Pour cela, deux notions ont été employées
dans notre logiciel, la première pour minimiser le nombre de matrices à stocker,
et la deuxième pour minimiser la taille mémoire des matrices.

La notion de BlocType : Étant donné que dans l'arbre binaire un grand
nombre de MR-nodes sont identiques, et en particulier les MR-nodes de petites
dimensions, il est dommage de calculer et stocker plusieurs fois les matrices qui
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Fig. 3.11 � Les deux structures pyramidales : l'arbres des MR-nodes (a) et l'arbre
des BlocTypes (b).

correspondraient à un même type de bloc. Pour cela, nous avons dé�ni la notion
de BlocType : un Bloctype représente un type de MR-node dé�ni par ses maté-
riaux et ses dimensions : Chaque MR-node pointe sur un BlocType, qui lui-même
contient les matrices de di�usion associées. Ainsi, tous les MR-nodes identiques
pointent sur un unique Bloctype. Cela équivaut en réalité à maintenir 2 structures
en parallèle : l'arbre des MR-nodes qui contient tous les MR-nodes de l'environ-
nement (Fig 3.11.a) et celui des Bloctypes (Fig 3.11.b) qui contient l'ensemble
des types de MR-nodes et qui stocke les matrices de di�usion.

L'utilisation de la bibliothèque COLT du CERN : Pour favoriser la ges-
tion des matrices, nous avons utilisé la bibliothèque java COLT du Cern [2].
Cette bibliothèque utilise des techniques de stockage en mémoire des matrices in-
téressantes, avec en particulier la possibilité de dé�nir plusieurs interfaces sur les
mêmes données (par exemple pour récupérer des sous-matrices). Les coe�cients
d'une matrice sont stockés en bloc en mémoire, et un certain nombre de variables
permettent de dé�nir des o�sets de lignes et de colonnes pour lire la matrice
complète ou seulement une partie. Ainsi par exemple, pour faire une transposée
de matrice il su�t de changer une variable "transpose" et, lors des calculs, les
données seront lues dans le bon sens. Cette bibliothèque est à l'origine basée sur



Implémentation optimale des étapes de calcul. 67

Fig. 3.12 � Répartition des temps de prétraitement pour un environnement de
1081X537 pixels.

des objets de type DOUBLE (8 octets en mémoire). Nous avons donc développé
une nouvelle bibliothèque héritant de la COLT originale, mais travaillant avec
des objets de type COMPLEX et FLOAT (32 bits en mémoire). Cette optimi-
sation nous a permis de réduire de moitié la taille des matrices, donc la taille
de l'arbre à stocker en mémoire. Dans notre cas, le type FLOAT est su�sant,
car les matrices de di�usion sont assez bien normalisées : une décomposition en
valeurs singulières montre que la plus grande valeur singulière est toujours infé-
rieure ou égale à 1. Tous les tests que nous avons faits ont montré que la précision
�ottante permettait de préserver la dynamique de 100dB environ, nécessaire aux
simulations radio.

3.5.1.2 Calcul des matrices de di�usion.

Pour les calculs des matrices, nous avons d'abord utilisé les fonctions pro-
posées par la bibliothèque COLT. Mais les temps de calculs étaient élevés, en
particulier pour les grosses matrices. Nous avons donc évalué quels étaient les
types de traitements matriciels qui nécessitaient le plus de temps. La �gure 3.12
représente la répartition en temps de types de calculs pour un environnement de
1081×537 pixels. Dans cette répartition l'inversion a été mise à part pour montrer
sa faible importance (6%) par rapports au reste du prétraitement (88%). Lors du
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calcul des matrices de di�usion la majorité du temps correspond au calcul des
matrices de di�usion du HeadNode. Dans ce cas, il y a 31 appels à la fonction de
multiplication de matrices complexes. Or, comme une multiplication de matrice
complexe fait appel à 4 multiplications de matrices réelles, on a, dans ce cas, 124
appels à la fonction de multiplication de la bibliothèque Colt.
Nous avons donc orienté notre choix vers les librairies de calcul intensif pour opti-
miser les calculs de type C = α ·A ·B+β ·C. Notre logiciel est développé en Java,
et ce langage n'a pas la réputation d'être performant au niveau calculs intensifs.
En e�et, contrairement au langage C où les programmes peuvent être compilés
de manière optimale en tenant compte directement des instructions suivant le
type de processeur, en Java il y a toujours la machine virtuelle qui fait l'intermé-
diaire entre le processeur et le code compilé, l'optimisation à la compilation est
donc très faible. C'est pourquoi les versions récentes de Java ont proposé les Java
Native Interfaces (JNI). Celles-ci permettent de déclarer des méthodes natives
dans le code Java qui vont faire appel en réalité à des méthodes développées en
C. Nous avons donc utilisé les JNI pour faire appel à une librairie optimisée de
calcul matriciel. Nous avons choisi de travailler avec les librairies Blas, compi-
lées par le logiciel ATLAS [1]. Ce logiciel permet de tirer pleinement pro�t des
propriétés de la machine pour obtenir un code compilé optimisé par rapport aux
ressources système. Pour nos applications matricielles, la compilation adapte le
code en fonction du type de processeur, de la mémoire cache et du système d'ex-
ploitation. En contrepartie de cette optimisation, nous avons perdu en portabilité
du code bien évidemment. Cependant, nous avons généré le code compilé pour
une grande majorité des con�gurations possibles, sous forme de dll, et il su�t de
choisir la bonne dll à l'installation.
Sur la �gure 3.13 nous avons tracé les temps nécessaires au calcul de C =
α · A · B + β · C suivant la taille des matrices dans les 3 cas à savoir : notre
con�guration de base avec la librairie COLT, la con�guration optimale avec le
code Fortran compilé par Atlas avec une interface C, et en�n l'utilisation de ce
code C optimisé appelé de Java avec les JNI. Nous voyons que, sur les grosses
matrices, nous avons gagné un temps de calcul considérable.
Par la suite nous avons réalisé la même optimisation pour le deuxième type de
traitement le plus lourd, à savoir l'inversion des matrices.
Ces optimisations des calculs de matrices sont surtout intéressantes lorsque la
taille des matrices est importante. Par exemple, pour l'environnement du labora-
toire CITI qui sera présenté plus loin, le gain de calcul est proche d'un facteur 10
pour les matrices d'environ 500 éléments, et seulement 2,8 fois pour des matrices
de tailles comprise entre 100 et 300 éléments.
Toutes les optimisations proposées ont permis de gagner en mémoire et en temps
par rapport à la version initiale du logiciel. Nous avons ensuite focalisé nos travaux
sur les améliorations de la phase de propagation.
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Fig. 3.13 � Comparaison des temps de calculs pour les multiplications de matrices
en fonction du nombre d'éléments de ces matrices.

3.5.2 L'étape de propagation.

3.5.2.1 Le stockage des �ux.

Si la phase de propagation est rapide en temps par rapport à la phase de
pré-traitement, nous allons voir qu'elle peut se révéler assez coûteuse en place
mémoire.

Pour un environnement de Ny lignes et Nx colonnes, on montre facilement
que, quelquesoit le mode de découpage, le nombre de MR-nodes est donné par :

Nb = 2 ·Nx ·Ny − 1 (3.52)

Ce résultat se démontre simplement par récurrence. La propriété est vraie pour
un environnement de taille 1 × 1. Soit 2 environnements, EA et EB, véri�ant
la propriété. Soit l'environnement EC obtenu par regroupement des deux envi-
ronnement EA et EB. Le nombre de MR-nodes de EC est égal à la somme des
MR-nodes de EA et EB, plus lui-même. Ce qui démontre la propriété énoncée
ci-dessus.

Malgré tout, pour simpli�er la suite de l'étude, nous prenons comme référence
un environnement dont les dimensions sont égales à Nx = Ny = 2l. L'arbre binaire
est construit par découpage régulier, en 2 · l niveaux. Chaque niveau contient
Nx ·Ny · 21−l MR-nodes.
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Tab. 3.4 � Les attributs de chaque MR-node dans la version initiale.

nom type signi�cation
posX int abscisse du MR-node dans la matrice d'environnement
posY int ordonnées du MR-node dans la matrice d'environnement
length int dimension du MR-node selon l'axe X
width int dimension du MR-node selon l'axe Y

BlocType pointeur pointeur sur le BlocType
ChildA pointeur pointeur sur le 1er �ls
ChildB pointeur pointeur sur le 2ème �ls
Parent pointeur pointeur sur le père
flowout ComplexArray1D[] tableau contenant les 4 vecteurs de �ux sortants
flowin ComplexArray1D[] tableau contenant les 4 vecteurs de �ux entrants
flow0 ComplexArray1D[] tableau contenant les 2 vecteurs de �ux internes

La première solution qui a été envisagée consiste à stocker les �ux au niveau
de chaque MR-node. La structure d'un MR-node est donnée dans le tableau 3.4.

Les trois tableaux de �ux fout, fin et f0 contiennent respectivement les �ux
sortants, les �ux entrants et les �ux internes. Les 2 premiers contiennent chacun
4 vecteurs de �ux, et le 3ième, 2 vecteurs. Avec la librairie COLT adaptée, chaque
vecteur de �ux est stocké par un ComplexArray2D, lui-même composé de deux
FloatMatrix1D correspondant à la partie imaginaire et la partie réelle. La taille
mémoire d'un FloatMatrix1D dépend du nombre d'éléments. Donc pour les MR-
nodes de grande taille, c'est la taille mémoire des �ux qui prédomine largement
sur les autres variables, mais ce n'est pas le cas pour ceux de petite taille.
On remarquera que les premiers niveaux sont ceux qui occupent le plus de mé-
moire. En e�et, le premier niveau qui contient N ·M blocs de taille élémentaire,
utilise la moitié des ressources totales. Ainsi, si l'on arrête le calcul à un niveau
intermédiaire (comme dans le cas où on e�ectue un calcul de propagation jus-
qu'aux blocs homogènes), le fait de stocker les �ux au niveau des MR-nodes peut
être intéressant.
Par contre, si on veut e�ectuer le calcul jusqu'en bas de la pyramide, c'est à dire
jusqu'à calculer les �ux entrants dans tous les noeuds élémentaires, cette approche
est très sous-optimale. On peut remarquer qu'en stockant les �ux au niveau de
chaque MR-node, on stocke certaines informations de manière redondante. En
e�et, comme nous l'avons vu dans la section précédente, l'ensemble des �ux du
bloc père bk (externes et internes), sont identiques aux �ux externes des blocs �ls
bi et bj, comme illustré à la �gure 3.14 : si on regarde de plus près les �ux au ni-
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Fig. 3.14 � Les �ux similaires entre père et �ls.

veau des MR-nodes, on remarque que, par exemple, pour un découpage selon une
ligne verticale les �ux Est du père correspondent aux �ux Est de B (en rouge),
les �ux Ouest du père correspondent aux �ux Ouest de A (en vert), les �ux Nord
du père correspondent à la concaténation des �ux Nord des �ls, et le �ux Sud du
père correspondent à la concaténation des �ux Sud des �ls. Les �ux à l'interface
entre les deux �ls correspondent aux �ux internes du bloc père. Nous proposons
alors de stocker les �ux dans des matrices globales : 4 matrices correspondant
aux 4 directions cardinales, chacune de taille N ·M , qui contiennent tous les �ux.
Ensuite, au niveau de chaque MR-node les �ux sont obtenus en pointant sur la
bonne zone mémoire dans les matrices globales de �ux. Cela a pu être réalisé
grâce à la notion d'interface dans la bibliothèque COLT qui permet assez facile-
ment d'aller faire pointer des données sur une zone de données. Le principe est
schématisé à la �gure 3.15 : Connaissant les dimensions d'un MR-node et sa po-
sition dans l'environnement, nous avons réalisé la méthode qui renvoie les zones
de �ux correspondant au MR-node.

Cette structure a également l'avantage de faire pointer les �ux entrants et
sortants sur la même zone mémoire. On divise donc par 2 les variables à stocker,
et on évite toutes les phases de recopie de �ux entre noeuds voisins. Le gain est
donc important et les variables stockées au niveau de chaque �ux se résument à
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Fig. 3.15 � Les 4 matrices de �ux globaux.
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Tab. 3.5 � Les attributs de chaque MR-node dans la version optimisée.

nom type signi�cation
posX int abscisse du MR-node dans la matrice d'environnement
posY int ordonnées du MR-node dans la matrice d'environnement
length int dimension du MR-node selon l'axe X
width int dimension du MR-node selon l'axe Y

BlocType pointeur pointeur sur le BlocType
ChildA pointeur pointeur sur le 1er �ls
ChildB pointeur pointeur sur le 2ème �ls
Parent pointeur pointeur sur le père

celle du tableau 3.5
Avec cette structure, la première partie mémoire est inchangée et représente

toujoursM1 = 64 ·N ·M octets. Par contre, le stockage des �ux ne nécessite plus
que les 4 matrices, soit M2 = 32 ·N ·M octets. Dans cette nouvelle méthode, la
taille mémoire des �ux devient comparable à la taille nécessaire au stockage des
MR-nodes, contrairement à l'ancienne méthode où la mémoire de stockage des
�ux était dominante à cause du problème de redondance de stockage des �ux au
niveau des MR-nodes.

3.6 Résultats préliminaires.

3.6.1 Prise en compte des phénomènes physiques.

Nous avons tout d'abord véri�é les propriétés générales de la méthode ParFlow
sur un environnement très simple : un espace vide de 20 × 20 mètres. La �gure
3.16 représente le tracé de la phase du champ calculé (échelle de couleur de −π
en bleu à +π en rouge). Nous véri�ons bien que malgré l'utilisation d'un maillage
carré, le fait de travailler à un pas de discrétisation de λ/6 nous permet de simuler
une propagation d'onde circulaire.
Sur la �gure 3.17 nous avons ajouté un mur de béton d'épaisseur 20cm et nous
avons tracé la puissance en chaque pixel. Nous observons que les phénomènes de
ré�exions sont bien pris en compte.
En�n, à la �gure 3.18, nous avons ajouté une ouverture dans le mur pour véri�er
que les phénomènes de di�raction sont également bien simulés. Ces illustrations
permettent de véri�er pratiquement que la méthode MR-FDPF prend en compte
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Fig. 3.16 � Phase d'une source dans le vide. Echelle de couleur de −π (bleu) à
+π (rouge).

Fig. 3.17 � Ré�exion d'une source sur un mur. Echelle de couleur de −80dBm
(bleu) à −30dBm (rouge).
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Fig. 3.18 � Ré�exion et di�raction d'une source sur un mur avec ouverture.
Echelle de couleur de −80dBm (bleu) à −30dBm (rouge).

les phénomènes physiques.

3.6.2 E�ets de bord.

Nous avons expliqué précédemment que la méthode ParFlow a vocation à
simuler la propagation dans un espace in�ni tout en travaillant dans un espace
�ni. Nous avons donc testé la propagation d'une onde dans un espace libre de
20 × 20 mètres, avec une épaisseur d'absorbant sur les bords de 1m, puis sans
absorbant. La �gure 3.19 représente le champ électrique correspondant sur tout
l'espace, et la �gure 3.20 une section passant par la source.
Ces résultats montrent que, sans absorbant, il y a un phénomène de retour des
�ux sur les bords de l'environnement générant des interférences constructives et
destructives visibles sur le champ résultant. Le matériau absorbant choisi doit
donc posséder un coe�cient α inférieur à 1 (ici 0.996) et une épaisseur su�sante
(ici 10 pixels). Il permet d'atténuer de proche en proche les �ux de retour.

3.7 Conclusion

Dans ce chapitre, nous avons présenté la théorie de la méthode MR-FDPF,
une méthode de résolution discrète des équations de Maxwell. Un intérêt de cette
méthode est de réduire la complexité de la méthode ParFlow standard, en pro-
posant une approche multi-résolution qui ne considère que les �ux sur les bords
des MR-nodes. De plus, nous avons montré que la majorité de la complexité
est réalisée lors d'une phase de pré-traitement, ce qui permet d'avoir une phase
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Fig. 3.19 � Propagation d'une source dans un environnement de 20× 20 mètres,
avec à gauche : 1m d'absorbant sur les bords, à droite : sans absorbant. Echelle
de couleur de −80dBm (bleu) à −30dBm (rouge)
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Fig. 3.20 � Pro�l de l'amplitude du signal selon l'axe horizontal passant par la
source, avec à gauche : 1m d'absorbant sur les bords, à droite : sans absorbant.
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de propagation très rapide. Les principales nouvelles contributions qui ont été
présentées dans ce chapitre de thèse sont :

� un découpage adaptif de l'environnement qui permet de faire le meilleur
compromis de découpage des MR-nodes pour réduire la mémoire nécessaire
[92].

� l'utilisation de bibliothèques de calcul intensif C et leur interface avec JAVA
[91] pour accélérer les temps de calcul.

� une approche de stockage des �ux [91] dans des matrices globales de �ux
qui permet de réduire la mémoire requise pour la phase de propagation.

En�n, l'approche multi-résolution qui permet de réduire la complexite de la phase
de propagation a été présentée. Elle permet de stopper les calculs lors de la phase
descendante, à un niveau intermédiaire et de moyenner localement les simula-
tions, par exemple pour s'a�ranchir des problèmes de fading.
Nous avons montré comment optimiser l'implémentation de la méthode MR-
FDPF. Le chapitre suivant va montrer comment adapter cette méthode à la
simulation de la propagation des ondes dans le contexte des réseaux WiFi.
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Chapitre 4

Simulation de WLAN avec la

méthode MR-FDPF.

Dans ce chapitre nous montrons comment adapter la méthode
MR-FDPF pour simuler un réseau WiFi. Pour cela, les para-
mètres de réglage du simulateur (pas de discrétisation, fréquence)
sont présentés et judicieusement choisis. Ensuite nous montrons
qu'une calibration est indispensable, et comment nous la mettons
en oeuvre. Une calibration nécessite des mesures précises. Nous
présentons donc le protocole de mesures adapté. Deux types de
mesures sont réalisées : des mesures harmoniques et des mesures
WiFi.
La méthode MR-FDPF est tout d'abord validée sur un étage et
nous obtenons une erreur quadratique moyenne (RMSE) infé-
rieure à 4dB. Les avantages de la méthode Par�ow sont véri�és :
prise en compte des phénomènes physiques, majorité de la com-
plexité regroupée dans la phase de pré-traitement, et phase de
propagation très rapide, en particulier grâce à l'utilisation d'un
plus grand pas de discrétisation. Ensuite, nous montrons com-
ment prendre en compte les autres étages d'un bâtiment grâce à
la méthode 2.5D MR-FDPF. L'erreur obtenue est inférieure à
5dB pour les étages voisins. Cette méthode permet de simuler
un grand nombre de bâtiments. En�n, comme la méthode Par-
�ow ne simule que des sources omnidirectionnelles, un nouveau
procédé permettant de bien prendre en compte les diagrammes
d'antennes des points d'accès est décrit. Pour cela, des combinai-
sons de sources sont e�ectuées en leur appliquant à chacune un
certain poids. Les résultats donnent un RMSE inférieur à 4dB.
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Fig. 4.1 � Zone de couverture d'une source dans l'air avec la méthode MR-FDPF
avec dr = λ/10 (a), dr = λ/6 (b) et dr = λ/4 (c).

4.1 Réglage du simulateur.

4.1.1 Choix du pas de discrétisation.

Comme ParFlow est une méthode discrète, les auteurs de cette méthode ont
montré dans [53] que, pour que l'e�et de la grille de discrétisation soit négligeable,
il fallait un pas dr très faible devant la longueur d'onde. Néanmoins, comme la
complexité de la méthode dépend de cette valeur (voir chapitre précédent), il est
intéressant d'essayer de trouver la plus grande valeur donnant de bons résultats.
Les auteurs de Parfow préconisent de choisir une valeur de dr au moins 6 fois
inférieure à la longueur d'onde pour que les e�ets du maillage soient négligeables.
[53]. Sur la �gure 4.1 nous avons tracé la zone de couverture d'une source pour
trois valeurs de dr (dr = λ/10 (a), dr = λ/6 (b) et dr = λ/4 (c)). On remarque
donc bien un e�et d'anisotropie lorsque la valeur du pas de discrétisation spatiale
est trop élevée. Pour voir l'in�uence de ce maillage carré nous avons tracé aux
�gures 4.2, 4.3 et 4.4 le champ électrique instantané et l'atténuation correspon-
dante en fonction de la distance à la source, selon deux directions : l'axe X et une
diagonale.
Pour une valeur de dr inférieure à λ/6 on observe une bonne correspondance de
l'amplitude de la propagation selon les deux axes, bien que des phénomènes de
distorsion de phase apparaissent quand la distance augmente. Néanmoins, nous
considérons que pour la valeur limite de λ/6, l'e�et de cette distorsion est négli-
geable car il engendre une faible di�érence d'a�aiblissement résultant entre les
deux axes de propagation.
Comme par la suite un de nos objectifs est de minimiser la complexité, nous
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Fig. 4.2 � Champ électrique instantané (haut) et a�aiblissement de l'amplitude
(bas) en fonction de la distance à la source, selon directions (horizontale et dia-
gonale), pour dr = λ/10).

Fig. 4.3 � Champ électrique instantané (haut) et a�aiblissement de l'amplitude
(bas en fonction de la distance à la source, selon deux axes de découpage, pour
dr = λ/6).
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Fig. 4.4 � Champ électrique instantané (haut) et a�aiblissement de l'amplitude
(bas en fonction de la distance à la source, selon deux axes de découpage, pour
dr = λ/4).

nous placerons donc toujours à la condition limite proposée par les auteurs de
ParFlow et dr sera donc choisi tel que :

dr = λ/6 (4.1)

4.1.2 Choix des fréquences de simulation.

Notre but étant de faire des simulations de réseau 802.11b, la fréquence de
2.4GHz nous impose de choisir un pas de discrétisation de 2cm. Néanmoins, dans
certains cas où la minimisation de la complexité est primordiale, nous ferons le
choix d'utiliser un pas de discrétisation plus grand. Le fait d'utiliser un plus grand
pas de discrétisation impose donc de diminuer la fréquence de simulation (pour
respecter la condition de l'équation 4.1). Cette approximation engendre di�érents
e�ets qui peuvent être plus ou moins bien compensés. Tout d'abord l'atténuation
en espace libre va di�érer de la réalité, mais cela pourra être corrigé par une
constante de calibration. Ensuite, les coe�cients des ré�exions et transmissions
sur les murs dépendent de la fréquence. Une phase de calibration des matériaux,
sera donc necessaire. Cette phase sera décrite dans le paragraphe suivant.
Par contre les e�ets d'évanouissements dus aux combinaisons de phases lors des
ré�exions et des di�ractions ne peuvent pas être facilement compensés, lors de
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Tab. 4.1 � Fréquences utilisées en fonction du pas de discrétisation.

dr fréquence de simulation
2cm 2.4 GHz
5cm 960 MHz
10cm 480 MHz
20cm 240 MHz
50cm 120 MHz

simulation à fréquence arti�cielle. Un moyen, quand l'approximation devient trop
grande, pourra être de faire un moyennage de ces évanouissements en travaillant
sur des MR-nodes plus grands. Nous aborderons cette méthode dans la dernière
partie pour simuler de grandes surfaces.
Les di�érentes valeurs de fréquences implémentées dans le simulateur en fonction
de dr sont résumées dans le tableau 4.1.

4.1.3 Approximation 2D-3D.

La méthode Par�ow a été présentée en 2D alors qu'en réalité dans un bâtiment
les re�exions ont lieu dans les trois directions de l'espace. Dans le cas de l'espace
libre le modèle d'atténuation varie en fonction de la distance r, alors qu'en 3D il
varie en fonction de r2. Pour compenser cette di�érence en indoor, un coe�cient
d'absorption α de l'air di�érent inférieur à 1 est choisi, de sorte que le Path Loss
varie selon :

PL(r) = reαr (4.2)

On peut remarquer sur la courbe de la �gure 4.5 qu'en traçant cette atténuation
en fonction de la distance, pour une distance inférieure à une décade, ce modèle
approche celui en 3D avec une erreur inférieure à 2dB, ce qui est satisfaisant.

4.1.4 Calibration des indices des matériaux.

La calibration des matériaux est indispensable dans le cas de simulations
à fréquences arti�cielles comme nous l'avons dit précédemment. Etant donné le
nombre importants de matériaux, et, dans la majorité des cas, la non connaissance
de leurs propriétes physiques exactes, la calibration est souvent nécessaire lors
des simulations à fréquence réelle. Ainsi, par exemple, il existe de nombreuses
sortes de plâtres ayant des coe�cients physiques di�érents. De plus, lors de la
réalisationde simulations, les épaisseurs exactes des cloisons et leur structures
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Fig. 4.5 � 3 modèles d'atténuation : 2D et 3D en espace libre, et le modèle
dispersif choisi.

intérieures ne sont pas toujours parfaitement connues.
Une calibration est donc indispensable pour corriger les erreurs et arriver à faire
correspondre les mesures et les simulations.

4.1.4.1 L'o�set de calibration.

La méthode ParFlow est une méthode numérique et il existe donc une constante
de décalage CΨ entre les vraies valeurs de champ Ψpred et celles de la simulation
Ψs selon l'équation :

Ψpred(dBm) = Ψs(dB) + CΨ(dBm) (4.3)

4.1.4.2 Le critère RMSE (Root Mean Square Error).

La calibration a pour but de faire coincider les mesures et les simulations. Le
procédé nécessite donc en entrée un échantillon de mesures réelles. L'o�set de
calibration est alors calculé de manière à minimiser l'erreur quadratique moyenne
entre les M valeurs expérimentales Ψmes(i), i ∈ [1..M ] et les valeurs simulées
correspondantes :

Ψpred(i) = Ψs(i) + CΨ, i ∈ [1..M ] (4.4)
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Ce qui conduit à :
C̃Ψ = arg min

CΨ∈<

(
〈e2(i)〉

)
(4.5)

avec
e(i) = Ψmes(i)−Ψpred(i) = Ψmes(i)−Ψs(i)− CΨ (4.6)

La valeur choisie d'o�set est alors

C̃Ψ =
1

M

M∑
i=1

(Ψmes(i)−Ψs(i)) (4.7)

L'erreur moyenne résultante est donc nulle :

〈ẽ(i)〉 =
1

M

M∑
i=1

(Ψmes(i)−Ψpred(i)) =
1

M

M∑
i=1

(Ψmes(i)−Ψs(i))− C̃Ψ = 0 (4.8)

Et la qualité du modèle de prédiction peut être évaluée grâce au critère RMSE
�nal :

〈 ˜e(i)
2
〉 = σ2

e (4.9)

où σe est la déviation standard de l'erreur.
Un moyen plus performant d'évaluer la qualité est en réalité de minimiser le
critère RMSE à partir d'un échantillon de points de mesures, puis de véri�er
la stabilité en appliquant l'o�set ainsi calculé à un autre ensemble de points de
mesures. C'est la notion de stabilité qui a été dé�nie dans [95].

4.1.4.3 Les indices des matériaux.

Les résultats de prédiction avec ParFlow dépendent essentiellement des indices
des matériaux utilisés pour calculer les matrices élémentaires de di�usion. Pour
améliorer les prédictions, nous intégrons donc le choix de ces paramètres dans la
phase de calibration.
L'objectif va donc être de rechercher les couples de paramètres (n, α) de chaque
matériau permettant de minimiser le critère RMSE. La fonction de coût dé�nie
par Runser dans [95] avec un ensemble de paramètres ω ∈ Ω et l'o�set CΨ est :

f 2(ω,CΨ) = 〈e2(i/ω, CΨ)〉 =
1

M

M∑
i=1

‖ Ψmes(i)−Ψpred(i/ω, CΨ) ‖2 (4.10)

Les paramètres optimaux
{
ω̃, C̃Ψ

}
étant obtenus grâce à :{

ω̃, C̃Ψ

}
= arg min

CΨ ∈ <
ω ∈ Ω

(
〈e2(i/ω, CΨ)〉

)
(4.11)
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ce qui conduit à minimiser :

f 2(ω) =f 2(ω, C̃Ψ(ω)) = 〈e2(i/ω, C̃Ψ(ω))〉 =

σ2
e =

1

M

M∑
i=1

‖ Ψmes(i)−Ψs(i/ω) ‖2 −C̃Ψ
2
(ω)

(4.12)

et �nalement l'ensemble optimal est :

ω̃ = arg min
ω∈Ω

(
〈e2(i/ω, C̃Ψ(ω))〉 − C̃Ψ

2
(ω)
)

(4.13)

4.1.4.4 L'algorithme de minimisation.

La fonction à minimiser est non convexe et possède donc de nombreux mi-
nima locaux. De plus, l'espace de recherche est à n dimensions, c'est pourquoi
le problème à résoudre est complexe. En�n, comme on agit sur les indices des
matériaux, il faut relancer chaque fois l'étape de pré-traitement, qui est la plus
lourde en calculs.
Les travaux détaillés dans [95] montrent qu'un bon choix pour résoudre ce pro-
blème est d'utiliser la méthode DIRECT. Cette méthode [95] regroupe une re-
cherche globale puis une recherche locale et permet de tester un grand nombre de
solutions. L'algorithme s'arrête dès qu'on a atteint une valeur seuil de fonction
de coût �xée. DIRECT a été proposé initialement par Jones et Al[56] pour l'op-
timisation à variables multiples. L'espace de recherche est récursivement divisé
en hyper-rectangles, chaque hyper-rectangle représentant une solution. L'intérêt
de cette méthode est qu'elle redécoupe �nement les hyper-rectangles ayant une
bonne fonction de coût. He et Al montrent la bonne convergence de cet algorithme
[44].
En pratique, quand on a un grand environnement et qu'on cherche à optimiser
un grand nombre de matériaux, la phase de calibration des indices est très longue
(plusieurs heures) à cause du temps de pré-traitement, c'est pour cela qu'on a
montré qu'il est plus intéressant, dans le cas de bâtiments assez homogènes au
niveau des matériaux, de travailler sur une petite zone de l'environnement pour
faire la calibration des matériaux.
Si la calibration de la méthode est indispensable pour avoir un simulateur qui
re�ète le plus possible la réalité, il est donc indispensable de faire des mesures de
qualité. Nous décrivons dans le paragraphe suivant les mesures que nous avons
e�ectuées.

4.1.5 Le protocole de mesures.

Deux types de mesures ont été réalisées pour la calibration et la validation du
simulateur : des mesures harmoniques et des mesures WiFi.
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Fig. 4.6 � L'émetteur : Générateur de signaux Agilent.

4.1.5.1 Mesures harmoniques.

Comme la méthode ParFlow simule un champ bande étroite, nous étudions
tout d'abord la qualité des prédictions en mode harmonique. Pour cela nous
avons utilisé une plate-forme de mesure constituée d'un générateur de signaux
arbitraires (Agilent Technologies ESG4438C c©) présenté à la �gure 4.6 et un
analyseur vectoriel de signaux (Agilent Technologies VSA89641 c©) présenté à la
�gure 4.7 chacun équipé d'une d'antenne omnidirectionnelle 2.4GHz, 4dBi. Cette
plate-forme de mesures présentant un niveau de bruit dans la bande d'analyse de
−120dBm nous avons pu faire des mesures de puissance de réception comprises
entre −40dBm et −110dBm.
Un signal sinusoïdal de fréquence 2.38GHz a été choisi à l'émission pour éviter
les interférences avec les réseaux à 2.4Ghz existants dans l'environnement. La
puissance d'émission est de 17dBm correspondant à une valeur moyenne de puis-
sance d'émission de points d'accès. Pendant la mesure l'antenne réceptrice est
bougée lentement sur une surface d'environ 1m2 pour éviter les e�ets de fading.
La valeur de puissance mesurée a alors été choisie comme la moyenne des me-
sures. Nous avons pu véri�er qu'à partir de 60s, la valeur moyenne de réception
se stabilise, c'est donc la durée de mesure choisie pour la suite.
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Fig. 4.7 � Le récepteur : Analyseur de signaux vectoriel.
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Fig. 4.8 � Environnement de test. La source se situe dans la pièce E7. Les croix
représentent les points de mesures.

4.1.5.2 Mesures WiFi.

Les mesures WIFI permettent de mesurer réellement quelle puissance de signal
l'utilisateur obtiendra sur son portable. Pour ce faire, elles sont réalisées directe-
ment avec un ordinateur portable équipé d'une carte WiFi PCMCIA Orinoco c©.
Le logiciel Client Manager d'Orinoco c© permet de mesurer la puissance reçue au
niveau de la carte. Les mesures WiFi permettent d'avoir une plage de mesure
de −40dBm jusqu'à −90dBm. Le même mouvement protocole de mesure qu'en
mode harmonique a été utilisé (déplacements, durée d'analyse).

4.2 Simulation de réseau WLAN sur un étage.

Ces travaux ont été réalisés en collaboration avec Katia Ja�rès Runser [95].

4.2.1 Les conditions expérimentales.

Le bâtiment de test est l'immeuble dans lequel se trouve le laboratoire CITI,
les points de mesures étant représentés à la �gure 4.8 par des croix rouges. En
chaque point environ 200 mesures ont été e�ectuées durant 60s. La répartition des
points de mesures est assez proche de gaussiennes comme représenté aux �gures
4.9 et 4.10 pour des valeurs moyennes de signal mesuré respectivement de -94dBm
et -60dBm.
Nous avons e�ectué 80 mesures à l'étage du CITI (niveau 2). La source se trouvait
dans la pièce E7. La taille du bâtiment est d'environ 80× 20 mètres.
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Fig. 4.9 � Répartition des points de mesure pour une moyenne de -94dBm.

Fig. 4.10 � Répartition des points de mesure pour une moyenne de -60dBm.
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Fig. 4.11 � La matrice discrète d'environnement (Headnode) composée de 3 types
de cloisons.

Tab. 4.2 � Résultats de la calibration.

n béton n plâtre n parois vitrées σ2
e C̃Ψ

5.4 2.4 1.5 5.3dB -65dB

4.2.2 Résultats de calibration.

Chaque étage a été représenté par 3 matériaux représentés à la �gure 4.11 :
� Les murs porteurs en béton en gris.
� Les cloisons de plâtre en jaune.
� Les parois vitrées en bleu.
Les 3 couples (n, α) ont alors été optimisés durant la phase de calibration des

matériaux pour 4 valeurs de pas de discrétisation (2cm, 5cm, 10cm and 20cm) ce
qui correspondait aux fréquences de simulation de : 2.4GHz, 960MHz, 480MHz
et 240MHz. Après environ 20 minutes de calibration, les résultats ont montré
que les coe�cients d'atténuation α des murs ont peu d'impact sur les simulations.
Nous avons expliqué cela par la faible épaisseur des murs devant la longueur
d'onde. Les valeurs minimales de RMSE ont été obtenues avec les paramètres n
présentés dans le tableau suivant. Nous avons été réconforté par le fait que ces
valeurs sont assez proches de celles fournies dans la littérature [99].

4.2.3 Performances de la méthode.

Après calibration nous avons pu évaluer la méthode au niveau des temps
de pré-traitement, temps de propagation au niveau des blocs homogènes (valeur
moyenne de puissance de réception dans les pièces), et au niveau des temps de pro-
pagation à la résolution maximale (valeur exacte de puissance en chaque pixel).
Ces résultats sont résumés dans le tableau 4.3.
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Tab. 4.3 � Performances de la méthode sur un Pentium IV, 2.4GHz, 3Gb RAM.

dr prétraitement propag homogène propagmaximale RMSE
2cm 46 min 5.7 s 53.9 s 3.90 dB
5cm 53 s 0.8 s 6.5 s 3.88dB
10cm 8 s 0.2 s 1.6 s 4.07dB
20cm 2 s 0.08 s 0.4 s 4.06dB

Nous avons donc obtenu des résultats intéressants au niveau de la précision.
Nous remarquons qu'à 2cm le temps de prétraitement est très supérieur à nos exi-
gences. Par contre, ces temps deviennent très faibles lorqu'on travaille à fréquence
arti�cielle. Ainsi, à un pas de 5cm, nous avons une RMSE inférieure à 4dB pour
un temps de propagation de quelques secondes et un temps de pré-traitement
inférieur à une minute, ce qui correspond à de bons résultats par rapport aux
recherches actuelles, et nous permet de véri�er que l'approximation de travailler
à une fausse fréquence est exploitable.

La �gure 4.12 représente la zone de couverture calculée pour un pas de 2cm,
à di�érentes résolutions avec de haut en bas des résolutions de 1× 1 pixels, 3× 3
pixels, 10× 10 pixels, et blocs homogénes.

4.2.4 Résultats en WIFI réel.

En complément de la validation en mode harmonique nous avons souhaité
valider le simulateur par des mesures faites avec des équipements WiFi. Pour
cela 199 points de mesures WIFI ont été e�ectués dans le même environnement.
Les points de mesures sont représentés à la �gure 4.13. Six points d'accès ont
été placés dans le bâtiment permettant d'avoir 6 jeux de mesures. Pour chaque
points 300 mesures ont été e�ectuées pendant 60 secondes en utilisant plusieurs
points d'accès. Nous avons utilisé le même principe de déplacement lent pendant la
mesure pour estomper les e�ets de fading. Les mêmes matériaux à savoir le plâtre,
le béton et les parois vitrées ont été utilisés. Après calibration de la méthode nous
avons retrouvé des valeurs d'indices des matériaux identiques à celles trouvées en
mode harmonique.
Les indices précédemment calculés ont alors été utilisés pour valider le moteur
grâce à d'autres jeux de mesures.

4.2.4.1 Unicité de la calibration suivant la position des points d'accès.

Nous avons utilisé un autre jeu de 15 mesures représentés à la �gure 4.14. Les
valeurs précédentes d'indices ont été utilisées et nous avons obtenu une RMSE
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Fig. 4.12 � tracé de la zone de couverture en dB avec un pas de discrétisation de
2cm et di�érents niveaux de la pyramide.(de haut en bas : 1× 1, 3× 3, 10× 10,
homogéne). Echelle de couleur de −80dBm (bleu), à −40dBm (rouge).

de 5.1dB. Nous avons ainsi pu véri�er que les résultats de calibration sont valides
pour toute position des points d'accès.

4.2.4.2 Unicité de la calibration suivant le bâtiment

En�n, une campagne de mesure de 15 points a été e�ectuée dans l'étage d'une
clinique (Clinique de Goussonville près de Paris) comme représentée à la �gure
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Fig. 4.13 � Campagne de mesure au CITI pour calibrer la méthode en WIFI réel.

Fig. 4.14 � Campagne de mesure e�ectuée au CITI pour véri�er l'unicité de la
calibration.

4.15. Ce bâtiment étant un bâtiment moderne classique du même type que le

Fig. 4.15 � Campagne de mesure e�ectuée à la clinique de Goussonville.

laboratoire CITI, nous retrouvons les mêmes types de matériaux (murs porteurs
en béton, cloisons en plâtre et baies vitrées.) Nous avons obtenu une RMSE de
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5.0dB, ce qui a permis de valider les résultats de calibration sur un autre site.
Bien entendu pour un bâtiment dont les matériaux auraient été di�érents il aurait
fallu refaire une calibration.
La �gure 4.16 représente une comparaison le long d'un chemin dans le laboratoire
entre les valeurs simulées et les valeurs mesurées. Les points représentent la valeur
moyenne et les barres verticales la déviation correspondante. La simulation est
représentée par la ligne continue. Nous avons pu expliquer les erreurs dûes aux

Fig. 4.16 � Comparaison entre les simulations et les mesures sur un parcours.

points de faible puissance par le fait que la plage de mesures en WiFi que nous
pouvons e�ectuer grâce au logiciel de Orinoco ne descend pas en dessous de
−90dBm.
Nous avons donc validé la méthode ParFlow sur un étage en obtenant :

� En mesures hamoniques : RMSE 4dB
� En mesures WiFi : RMSE 5dB

Mais il faut bien noter que dans la réalité, une grande partie des installations WiFi
se font dans des bâtiments à plusieurs étages. Comme un point d'accès rayonne
aux étages supérieurs et inférieurs, il est nécessaire de simuler la couverture d'un
point d'accès aux étages voisins.
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4.3 Extension à une approche multi-étages.

4.3.1 Formalisme 2.5D : le multi-étages.

4.3.1.1 Intérêt.

Devant la complexité des approches en 3D réel des approches dites 2.5D ou
Quasi 3D ont été développées[65]. Le but de ces méthodes est d'essayer d'estimer
des cartes de couvertures 3D à partir de celles en 2D. Des approches pour les
méthodes géométriques sont proposées dans [121, 55]. Une approche de 2.5D
pour la méthode ParFlow a été proposée dans [54].
Nous avons donc souhaité développer une méthode 2.5D adaptée à la méthode
MR-FDPF permettant d'estimer les zones de couverture des autres étages d'un
bâtiment sans pour autant faire appel à un vrai 3D. Cette méthode s'applique aux
bâtiments que nous appellerons bâtiments multi-étages standards. Le bâtiment
doit respecter un certain nombre de contraintes pour que les approximations ne
soient pas fausses :

� conditions de dimensions : les dimensions des étages dans le plan horizontal
doivent être grandes devant la hauteur de chaque niveau. En e�et, il faut que
les rayons dans le plan X-Y contribuent à la majorité du signal reçu total
en chaque point de l'étage pour que les rayons verticaux que l'on néglige
dans l'approche 2.5D aient une contribution faible.

� condition d'homogénéité des étages : les di�érents étages du bâtiment doivent
avoir des propriétés physiques proches. En e�et, pour faire des projections
de couvertures comme nous le verrons plus tard les indices des matériaux
doivent être identiques pour que le modèle ait réellement un sens physique.

Notons que dans la réalité, une grande majorité des constructions sont de ce type
à savoir des immeubles avec étages de même taille et de mêmes matériaux, la seule
di�érence entre les étages étant la disposition des cloisons. C'est pour cela qu'on
trouve dans la littérature un très grand nombre de méthodes de modélisation de
canal propres aux bâtiments multi-étages.

4.3.1.2 L'atténuation entre étages.

Les méthodes 2.5D ou quasi 3D ([13, 104, 14] sont basées sur des combinai-
sons des zones de couvertures 2D. Elles supposent de connaître les propriétés
physiques du matériau séparant les étages (le plafond, ou le sol) et simulent leur
e�et par l'application d'une valeur d'atténuation Ap qui représente l'atténuation
moyenne en décibels entre niveaux. Dans la pratique il est très di�cile de simuler
précisément cette valeur (on ne connaît pas toujours la composition exacte du pla-
fond, souvent ceux-ci sont composés de multiples matériaux, auxquels on ajoute
le parquet, les doubles plafonds...). C'est pourquoi la recherche de Ap nécessite
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une phase expérimentale. Une estimation simple de cette valeur peut être faite
en plaçant un émetteur à l'étage n et en mesurant expérimentalement le signal
reçu juste à coté de l'émetteur puis à l'étage supérieur au dessus du point d'accès.
Dans le cas de la méthode MR-FDPF, nous avons vu précédemment qu'étant une
méthode numérique il existe une constante de décalage ψ entre la simulation et
la mesure et qu'une phase de calibration est nécessaire pour calculer cette valeur.
Donc, dans le cas 2.5D, lors de la calibration des autres étages, la calibration de
Att est contenue dans ψ et nous calibrerons en fait une nouvelle valeur ψ2.5D telle
que :

ψ2.5D = ψ + Ap (4.14)

4.3.1.3 Méthodes de projections aux étages supérieurs et inférieurs.

Nous avons testé trois méthodes di�érentes permettant d'estimer les zones de
couvertures aux di�érents niveaux des bâtiments standards multi-étages[28]. Pour
présenter ces méthodes nous essayons d'estimer la zone de couverture à l'étage
n+ 1 d'un point d'accès placé à l'étage n.
Dans les environnements réels et les cas réels d'installation de réseaux WiFi avec
du matériel standard dans des bâtiments multi-étages, si nous appelons n l'étage
dans lequel se trouve le point d'accès le signal "passe" en général au niveau de
l'étage supérieur et rarement à l'étage n + 2. Dans le cas des installations de la
société Sygmum il n'a jamais été rencontré d'autres cas c'est pourquoi nous avons
implémenté des méthodes dans notre logiciel pour les étages compris entre n− 2
et n+ 2. Bien entendu ces méthodes peuvent s'étendre théoriquement à d'autres
niveaux du bâtiment.

La méthode de projection de champ : C'est la méthode la plus rapide
à mettre en place. Elle consiste à calculer la zone de couverture à l'étage n et
projeter le champ ainsi calculé à l'étage n + 1 en appliquant l'atténuation Ap.
En chaque pixel x de l'environnement, si on appelle fn(x) le champ 2D en x de
l'étage n, le champs total résultant fn+1(x) en un étage considéré est dé�ni par :

fn+1(x)dB = fn(x)dB − Ap (4.15)

La méthode de projection de source : Une autre approche simple pour
essayer de mieux tenir compte des cloisons de l'étage supérieur est de projeter la
source Sn à l'étage n + 1, puis, après lui avoir appliqué une atténuation, faire la
propagation à l'étage n+ 1 de la nouvelle source virtuelle Sn+1 obtenue. Ainsi, si
on appelle Sn l'amplitude de la source à l'étage n on a :

Sn+1 = Sn − Ap (4.16)
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avec Ap la valeur d'atténuation en dB entre la source à l'étage n et celle à l'étage
n+ 1.

La méthode combinée source-champs : Comme les deux méthodes pré-
cédentes ne tiennent pas compte des obstacles de tous les étages, une approche
combinée peut être intéressante. La méthode que nous avons proposée est la sui-
vante : tout d'abord la propagation à l'étage de la source est e�ectuée, mais au
lieu de calculer la puissance moyenne dans l'environnement, les �ux en chaque
points sont sauvegardés et projetés puis utilisés comme �ux sources à l'étage n+1.
Toutes ces sources virtuelles sont alors propagées à l'étage n+1.
On pourrait penser que cette méthode augmente beaucoup la complexité. Pour
éviter cet inconvénient, on peut faire une implémentation qui prend en compte
l'arbre multi-résolution de l'algorithme MR-FDPF. Au lieu de calculer la phase
montante de la propagation pour chaque pixel il est possible de regrouper les
sources deux à deux itérativement pendant la phase montante. Dans ce cas, l'équa-
tion de la phase montante est remplacée par une phase montante plus générale
suivant la forme :

−→
F (bk) = Uk,i ·

−→
F (bi) + Uk,j ·

−→
F (bj)

−→
F0(bk) = Ik,i ·

−→
F (bi) + Ik,j ·

−→
F (bj)

(4.17)

Tous les pixels sont des sources élémentaires et chaque MR-node a deux MR-nodes
�ls. La complexité de la phase montante devient égale à celle de la phase descen-
dante. Comme la phase descendante était de complexite largement supérieure,
dans la version classique, la complexité résultante est ici simplement multipliée
par deux.

4.3.2 L'environnement de test.

Nous avons évalué les trois méthodes décrites dans la section 4.3.1.3 par des
mesures dans le bâtiment dans lequel se trouve notre laboratoire (Le laboratoire
CITI est à l'étage 2). Pour cela, nous avons fait respectivement 15 et 20 points de
mesures aux étages 1 et 3 du bâtiment. Les points de mesures sont représentés à
la �gure Fig.4.17. Nous avons suivi exactement le même protocole de mesure que
lors des mesures harmoniques détaillées précédemment.

4.3.3 Comparaison des trois approches.

La �gure 4.18 représente les zones de couvertures correspondant aux trois
méthodes préalablement décrites.
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Fig. 4.17 � Les di�érents niveaux de l'environnement. Le point d'accès est situé
près du point E7 au second étage. Les croix représentent les points de mesures.
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Fig. 4.18 � Zones de couvertures obtenues à l'étage 3 avec une source à l'etage
2, avec (a) la méthode de projection de champ, (b) la méthode de projection de
source, et (c) la méthode combinée source champ.

Les simulations aux étages 1 et 3 ont été comparées aux mesures. Les résultats
sont présentés dans le tableau 4.4

Tab. 4.4 � RMSE des 3 méthodes.

X projection de champs projection de source approche combinée
RMSE 8.2 dB 6.1 dB 4.4 dB

Nous voyons clairement que l'approche combinée donne de meilleurs résultats.
Les conclusions suivantes peuvent être a�rmées :

� projection de champ : même complexité que la méthode MR-FDPF stan-
dard mais n'est pas e�cace quand les positions des cloisons sont trop di�é-
rentes entre les di�érents niveaux.
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� projection de source : même complexité que la méthode MF-FDPF stan-
dard, prend mieux en compte les cloisons des autres niveaux, mais lorsque
l'on s'éloigne de la source des chemins ne sont pas pris en comptes à l'étage
de la source. Ainsi les chemins le long du couloir à l'étage de la source sont
négligés aux autres étages.

� approche combinée : deux fois plus de complexité que la méthode standard
mais prend en compte aussi bien les obstacles à l'étage de la source qu'aux
autres étages. Même si les vrais chemins 3D ne sont pas pris en compte c'est
la méthode qui prend le mieux en compte la géométrie du bâtiment entre
les étages.

4.3.4 Propagation à tous les étages : méthode MR-FDPF
2.5D.

Pour calculer les zones de couvertures de tous les niveaux du bâtiment, l'ap-
proche combinée est utilisée. Il su�t alors d'appliquer de manière récursive la
méthode pour tous les autres étages. Par exemple dans le cas du bâtiment de test
de 3 étages considéré on fait successivement :

� calcul des pré-traitement de tous les étages.
� calcul de couverture à l'étage de l'émetteur (Etage2) avec la méthode MR-
FDPF 2D.

� de manière récursive, pour chaque étage, calcul de couverture avec la mé-
thode combinée des autres étages.

En réalité, pour le bâtiment du CITI qui a des dalles de séparations entre niveaux
assez absorbantes, il su�t de n'appliquer qu'une seule fois l'étape récursive, car à
partir de la deuxième itération nous obtenons les mêmes zones de couvertures. En
d'autres mots, en considérant le problème de manière géométrique, pour l'envi-
ronnement de test considéré, un rayon qui passe à l'étage supérieur (ou inférieur),
ne revient qu'une seule fois à l'étage courant.
Par la suite nous appellerons 2.5D-MR-FDPF cette methode combinée itérative
à tous les étages. La �gure 4.19 nous représente les zones de couverture calculées
grâce à la méthode 2.5D-MR-FDPF pour les 3 étages du bâtiment pour un pas
de discrétisation de 5cm.

La �gure 4.20 représente le tracé des valeurs mesurées en fonction des données
simulées dans tout le bâtiment. Nous voyons que la grande majorité des points se
situe entre les deux lignes pointillées parallèles représentant une erreur de 5dB.
Nous remarquons que les points rouges (étage supérieur) sont compris entre -80
et -117 dBm alors que les verts (étage inférieur) sont entre -72 et -112. Nous
expliquons ce décalage des plages de valeurs par la présence d'un double plafond
dans notre laboratoire qui atténue le signal à l'étage 3 alors qu'il n'y en a pas à
l'étage 1, d'où des puissances de réception supérieures.



102 Simulation de WLAN avec la méthode MR-FDPF.

Fig. 4.19 � Zones de couvertures aux trois étages calculées grâce à la méthode
2.5D-MR-FDPF.

Cette méthode 2.5D MR-FDPF nous permet donc de simuler e�cacement les
points d'accès en estimant de manière précise le signal qui passe aux autres étages.
Mais pour mieux prendre en compte ces points d'accès il faut aussi être capable
de simuler la forme de leur diagrammes de rayonnements.

4.4 Prise en compte des diagrammes d'antennes.

4.4.1 Résolution du problème.

Pour simuler correctement des réseaux WiFi, il faut être capable de simuler
comment se comportent de vrais points d'accès dans l'environnement. Or, dans
la réalité, les points d'accès ne sont pas forcément omnidirectionnels. Il est donc
indispensable d'être capable de prendre en compte les diagrammes d'antenne.
Si pour les méthodes de type géométrique cette prise en compte est immédiate (il
su�t d'appliquer des gains sur les rayons lancés dans les directions correspondant
aux lobes du diagramme), la méthode ParFlow ne permet pas de faire cela simple-
ment. En e�et dans l'équation locale de ParFlow on ne considère que des sources
qui rayonnent la même énergie dans toutes les directions. Comme l'équation de
ParFlow ne considère que 4 directions de �ux il n'est pas possible de modi�er ces
�ux pour créer des diagrammes complexes.
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Fig. 4.20 � Comparaison entre les prédictions et les mesures.

L'approche proposée consiste donc à utiliser les techniques de traitement d'an-
tennes et de synthèse de diagrammes. Le diagramme en champ lointain d'un
réseau de N ×M sources espacées d'une distance d est donné par :

z(θ) =
N×M∑
n=0

ane
−jβndcos(θ) (4.18)

Le problème est donc de trouver les poids an (valeurs complexes) à appliquer à
chaque source pour arriver à obtenir le diagramme souhaité.
Si on appelle a le vecteur des poids de chaque source, alors on peut écrire :

z = H · a (4.19)

avec H une matrice de dimensionsM×N . Le problème posé est donc un problème
inverse qui peut être résolu sous la forme de l'inverse généralisée :

a = H∗ · (H∗H)−1 · z (4.20)
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4.4.2 Ajout d'une fonction de lissage.

La �gure 4.21 nous montre le diagramme obtenu pour un réseau de 3 × 3
capteurs. Le diagramme théorique choisi est une fonction sinus entre 0 et 180o et
nulle entre 180 et 360o. En e�et cette fonction est une approximation classique
d'une antenne à large ouverture. On remarque un problème d'oscillations quand

Fig. 4.21 � Diagrammes d'antennes simulés (angles en degrés) en fonction de
l'écart entre les sources (réseau de 3*3 sources).

le pas de discrétisation spatial n'est pas assez faible devant la longueur d'onde.
Le problème inverse est alors mal posé. La régularisation d'un problème mal posé
consiste à introduire des contraintes complémentaires à la solution recherchée.
On propose donc d'introduire deux contraintes :

� Une contrainte d'ordre 1 qui tend à minimiser l'énergie des sources.
� Une contraintes de lissage qui tend à minimiser les variations.

Le système devient alors :

a =
H∗

H∗H + µ0DTD + µ1I
z (4.21)

avec

D =



. . . . . . . . . . . .

. . . −1 1 0 0

. . . 0 −1 1 0
. . .

. . . 0 0 −1 1
. . .

0 0 0
. . . . . .


(4.22)



Prise en compte des diagrammes d'antennes. 105

et I la matrice identité et µ0 et µ1 des paramêtres de réglage.
Le �gure 4.22 représente les résultats obtenus pour un pas dr = λ/6. Le e�ets

Fig. 4.22 � Diagrammes d'antennes simulés (angles en degrés) avec et sans facteur
de lissage (réseau de 3*3 sources).

d'oscillations ont été lissés, ce qui permet de pouvoir simuler �dèlement des dia-
grammes d'antenne. La �gure 4.23 illustre la di�érence entre le diagramme théo-
rique et le diagramme réellement obtenu. On voit ici que même avec un faible
nombre de sources, on obtient un niveau de rayonnement arrière faible (rapport
avant/arrière supérieur à 30dB). Ce travail a été publié dans [109, 108] et a fait
l'objet du travail de master de Regis Lecoge [67].

Fig. 4.23 � Zones de couvertures correspondantes en dBm. A gauche diagramme
théorique tracé avec Matlab. A droite diagramme obtenu par un réseau de 3× 3
sources.
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4.4.3 Résultats obtenus.

Pour valider l'intéret de cette méthode nous avons utilisé un point d'accès
d'angle d'ouverture de 180 degrés et acquis 100 points de références dans le labo-
ratoire. Nous avons calculé, après calibration, l'erreur quadratique moyenne entre
mesure et simulation, dans deux cas :

� En simulant le point d'accès avec une antenne omnidirectionnelle (méthode
ParFlow standard)

� En simulant le point d'accès avec une antenne directionnelle de 180 degrés.

Les résultats sont résumés dans la table 4.5. Nous avons donc pu véri�er que la

Tab. 4.5 � Comparaison de l'erreur obtenue avec la méthode omnidirectionnelle
et la méthode directionnelle.

méthode RMSE
standard 5.8 dB

directionnel 4.4 dB

bonne prise en compte des diagrammes d'antennes permet d'améliorer signi�ca-
tivement les résultats. La �gure 4.24 représente les zones de couverture corres-
pondant aux deux méthodes analysées.

Fig. 4.24 � Zones de couverture en dBm de points d'accès, en haut : omnidi-
rectionnel, en bas : directionnel d'angle d'ouverture de 180 degrés orienté vers la
droite.

.



Conclusion. 107

4.5 Conclusion.

Dans cette partie nous avons pu montrer comment adapter la méthode MR-
FDPF à la simulation d'un réseau WIFI. Nous avons évalué l'impact de réaliser
des simulations en 2D pour simuler la propagation des ondes dans les bâtiments,
et avons proposé l'utilisation d'une fréquence arti�cielle. Pour compenser ces ap-
proximations, nous avons introduit une phase de calibration jouant sur les para-
mètres des matériaux. Nous avons alors évalué l'approche à partir de simulations
réalistes. En�n nous avons étendu cette approche au 2.5D, et avons proposé une
méthode à base de synthèse d'ouverture pour simuler des antennes directionnelles.
La prochaine étape consiste à développer une vraie méthode en trois dimensions,
car si l'appproche 2.5DMR-FDPF nous donne de bons résultats dans les bâti-
ments multi-étages, il faut aussi être capable de simuler d'autres types d'envi-
ronnements. La méthode 3DMR-FDPF va donc être présentée dans le chapitre
suivant.
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Chapitre 5

La méthode MR-FDPF 3D.

Ce chapitre décrit l'extension au 3D de la méthode MR-FDPF.
Pour cela, l'espace tridimensionnel est discrétisé en voxels. A
chaque voxel sont associés 6 �ux, les 4 �ux précédents et 2 nou-
veaux �ux 'Up' et 'Down' correspondant à la propagation selon
l'axe vertical. Les matrices de di�usion ont donc été adaptées
pour prendre en compte ces nouveaux �ux. Le passage de la mé-
thode MR-FDPF en 3D engendre une augmentation importante
de la complexité car les MR-nodes sont maintenant des cubes.
Les �ux d'échange localisés sur les bords, qui en 2D étaient des
vecteurs monodimensionnels, deviennent en 3D, bidimensionnels.
L'implémentation doit alors faire face à deux types de problèmes :
une augmentation conséquente de la taille des matrices de di�u-
sion et une gestion des �ux plus complexe. Pour préserver un
stockage des �ux global et unique, nous sommes amenés à impo-
ser un découpage régulier de l'environnement.

En�n, nous étudions la possibilité de réduire la taille des ma-
trices de di�usion en les projetant dans un sous-espace réduit,
après décomposition en valeurs singulières. Malheureusement,
toutes les matrices de di�usion ne peuvent être décomposées de
cette façon.

Nous e�ectuons quelques simulations et évaluons la précision
de calcul. La complexité résultante de l'approche 3D ne nous a pas
permis de travailler à une résolution inférieure à 50cm. Les ré-
sultats obtenus sont satisfaisants car l'erreur de prédiction est de
l'ordre de 5dB. Dans le cas du bâtiment testé, on observe un gain
par rapport à l'approche 2, 5D à une même résolution, mais les
meilleures performances restent celles obtenues à une résolution
plus �ne en 2D.
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5.1 Introduction.

Dans les chapitres précédents, nous avons montré que la méthode MR-FDPF
2D était e�cace pour simuler la propagation des ondes dans des bâtiments clas-
siques où la hauteur de plafond est constante. Nous avons étendu l'approche à des
bâtiments à plusieurs étages avec une approche 2, 5D. à plusieurs étapes. Dans
ces di�érents environnements, l'approche 2D modélise assez bien les phénomènes
3D car le mode de propagation dans le plan horizontal est prépondérant. Il existe
cependant des cas où une telle hypothèse n'est pas possible. On pense en parti-
culier aux environnement plus ouverts, de type hall de gare, où l'on a de grands
espaces ouverts qui traversent di�érents étages. Dans ce cas, le développement
de modèles de propagation déterministes en 3D est nécessaire. C'est un dé� plus
di�cile à aborder à cause de la complexité importante des calculs. De nombreuses
publications présentent des modèles géométriques en 3D [20, 25, 15]. Ces modèles
nécessitent des temps de calcul élevés quand le nombre de murs devient trop
important, car le nombre de rayons et d'interactions avec les murs devient très
important. Concernant les méthodes discrètes, nous avons vu en 2D que la com-
plexité dépend essentiellement de la taille de l'environnement à traiter. Il existe
beaucoup de méthodes de type éléments �nis, di�érences �nies ou même TLM,
qui ont été implantées en 3D. Cependant ces méthodes sont en général destinées
à la conception de circuits sur des environnements de taille très petite, ou encore
pour le design d'antennes. Même dans ces applications, il est souvent fait recours
à des machines parallèles pour réduire les temps de calcul. L'utilisation de ce type
d'approche pour calculer des zones de couverture radio à grande échelle n'a qua-
siment pas été abordé ou alors simplement à l'intérieur d'une pièce [103, 68, 123].
Le méthode par�ow n'a jamais été à notre connaissance implémentée en 3D, la
seule publication sur ce sujet est proposée par l'équipe des auteurs de par�ow
[54]. Elle propose une approche pseudo 3D mais ne fait pas de propagation 3D
réelle à cause de la trop grande complexité des calculs.
L'implémentation de l'approche MR-FDPF en 3D est donc assez ambitieu, d'au-
tant que nous souhaitons rester dans le contexte des méthodes rapides, qui a
guidé nos recherches depuis le départ.

Nous commençons par étendre l'approche 2D en pointant progressivement
toutes les modi�cations à prendre en compte, relativement au 2D. La première
étape est de rajouter aux noeuds élémentaires, deux �ux complémentaires, chaque
voxel étant connecté à 6 voisins. Il en est de même au niveau des MR-nodes qui
ont alors 6 faces (�gure 5.1). Une première problématique apparaît à ce niveau,
car les faces des MR-nodes étant bidimensionnelles, nous allons voir que le sens
de parcours des �ux joue un rôle important pour l'implantation, qui remet en
cause l'utilisation d'un découpage irrégulier de l'environnement.

Nous e�ectuons un calcul de complexité et évaluons la surcharge en temps de
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Fig. 5.1 � Flux d'un MR-node : passage du 2D au 3D.

calcul et en ressources mémoires, pour les di�érentes phases de calcul. Toute la
problématique se concentre sur les matrices de di�usion associées aux MR-nodes,
qu'il faut tenter de réduire. Nous étudions une technique de projection dans un
sous espace après décomposition en valeurs singulières. C'est pourquoi il faut
optimiser au maximum les ressources disponibles car sans cela l'augmentation
importante de la taille des matrices en jeu ne permet pas de calculer des zones
de couvertures de tailles importantes.

5.2 Formulation de la méthode MR-FDPF en 3D.

5.2.1 Adaptation de la méthode ParFlow temporelle.

En théorie, le champ électrique est un champ vectoriel. D'ailleurs, la pola-
risation du champ électrique joue un rôle important en radiocommunications.
Notons d'ailleurs que la théorie associée aux approches TLM, établie en 3D di-
rectement, fourni tous les éléments pour décrire les matrices de di�usions associées
aux noeuds 3D [46, 84]. Cependant, la prise en compte de la polarisation induirait
une très forte augmentation de la complexité de calcul dans la méthode ParFlow.
Nous avons donc fait le choix de développer notre approche, comme en 2D, sur
la base d'une modélisation scalaire du champ électrique. Dans ce cas, l'équation
de Mawell adaptée est :

δ2
tΨ(r, t)−

(c0

n

)2

· ∇2Ψ(r, t) = 0 (5.1)

où Ψ(r, t) représente le champ électrique, co la vitesse de la lumière et n l'indice
de réfraction du milieu.
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Fig. 5.2 � Les �ux sortants d'un pixel.

L'espace est représenté par un maillage régulier 3D, ce qui conduit à l'existence
de 6 �ux d'échange pour chaque voxel, comme illustré à la �gure 5.2.
La discrétisation de l'équation 5.1 en 3D s'écrit alors :

Ψ(r, t− dt)− 2 ·Ψ(r, t) + Ψ(r, t+ dt)

dt2

− (
c

dr
)2 ·

−6 ·Ψ(r, t) +
∑

i∈{E,W,S,N,D,U}

Ψ(r + dri, t)

 = 0
(5.2)

Luthi montre dans [74] que la solution de l'équation précédente dans un milieu
diélectrique impose entre l'espace et le temps, la relation suivante :

dr = c0

√
3 · dt (5.3)

L'équation 5.2 devient alors :

Ψ(r, t− dt)− 2 ·Ψ(r, t) + Ψ(r, t+ dt) =
c2

3c2
0

·

−6 ·Ψ(r, t) +
∑

i∈{E,W,S,N,D,U}

Ψ(r + dri, t)


(5.4)

Ce qui peut encore s'écrire sous la forme :

Ψ(r, t− dt) + Ψ(r, t+ dt)− 2

(
1− 1

n2

)
Ψ(r, t) =

1

3n2
·

∑
i∈{E,W,S,N,D,U}

Ψ(r + dri, t)

(5.5)

Le champ électrique est donné par la somme des �ux :

Ψ(r, t) = (
−→
fE(r, t) +

−→
fW (r, t) +

−→
fS(r, t) +

−→
fN(r, t) +

−→
fD(r, t) +

−→
fU(r, t) + ψ0 · f̆0(r, t))

(5.6)
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Pour que le champ électrique véri�e l'équation 5.5, il faut imposer les relations
suivantes entre les �ux [74] :

−→
F (r, t) = Σ(r, t) ·

←−
F (r, t− dt) +

−→
S (r, t) (5.7)

avec la matrice de transition Σ(r, t) dé�nie par :

Σ(r) =
1

3n2
r

·


1 αr 1 1 1 1 Yr
αr 1 1 1 1 1 Yr
1 1 1 αr 1 1 Yr
1 1 αr 1 1 1 Yr
1 1 1 1 1 αr Yr
1 1 1 1 αr 1 Yr
1 1 1 1 1 1 βr

 (5.8)

où Yr l'admittance locale est dé�nie en 3D par :

Yr = 6n2
r − 6 (5.9)

et les coe�cients αr et βr dé�nis par :

αr = 1− 3n2
r

βr = 3n2
r − 6

(5.10)

5.2.2 Transposition dans le domaine fréquentiel.

La transposition de l'équation 5.11 dans le domaine fréquentiel est toujours
valable en 3D et le système peut s'écrire sous la forme :

←−
F (r, ν) = (Id− Σf (r, ν))−1 ·

−→
S (r, ν) (5.11)

avec :
Σf (r, ν) = Σ(r, ν) · e−j2πνdt (5.12)

Comme en 2D, on distingue �ux interne et �ux externes :

←−
Fe(r) =



←−
fE(r)
←−
fW (r)
←−
fS(r)
←−
fN(r)
←−
fD(r)
←−
fU(r)


(5.13)

et dans ce cas le système global s'écrit :( −→
Fe(r)

f̆0(r)

)
=

(
Σee(r) Σei(r)
Σie(r) Σii(r)

)
·

( ←−
Fe(r)

f̆0(r)

)
+

( −→
S (r)

0

)
(5.14)
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avec, en posant σ0 = e−j2πνdt

3n2
r

:

Σee(r) = σ0 ·

 1 αr 1 1 1 1
αr 1 1 1 1 1
1 1 1 αr 1 1
1 1 αr 1 1 1
1 1 1 1 1 αr
1 1 1 1 αr 1

 (5.15)

Σei(r) = σ0 ·

 Yr
Yr
Yr
Yr
Yr
Yr

 (5.16)

Σie(r) = σ0 · ( 1 1 1 1 1 1 ) (5.17)

Σii(r) = σ0 · βr (5.18)

La résolution par rapport au �ux interne conduit au même jeu d'équations qu'en
2D, rappelé ici :

f̆0(r) = (Id− Σii(r))
−1 · (Σie(r) ·

←−
Fe(r)) (5.19)

et −→
Fe(r) = Σe(r) ·

←−
Fe(r) +

−→
S (r) (5.20)

avec :
Σe(r) = Σee(r) + Σei(r) · (Id− Σii(r))

−1 · Σie(r) (5.21)

LA résolution de 5.21 permet d'obtenir la matrice de di�usion élémentaire des
noeuds 3D en régime fréquentiel :

Σe(r) = σ0 ·

( σ1 σ2 σ1 σ1 σ1 σ1
σ2 σ1 σ1 σ1 σ1 σ1
σ1 σ1 σ1 σ2 σ1 σ1
σ1 σ1 σ2 σ1 σ1 σ1
σ1 σ1 σ1 σ1 σ1 σ2
σ1 σ1 σ1 σ1 σ2 σ1

)
(5.22)

avec σ1 = 1 + Yr · σ0

1−σ0·βr et σ2 = αm + Yr · σ0

1−σ0·βr

5.2.3 MR-node 3D et alogrithme multi-résolution.

Le principe de regroupement récursif en MR-nodes de plus en plus gros, dé�ni
en 2D, est bien entendu extensible au 3D. Un MR-node, représenté à la �gure
5.3, est un ensemble cubique de voxels. Comme en 2D, il est possible de dé�nir
une équation de di�usion mettant en jeu uniquement les �ux d'échanges, associés
aux faces du MR-node. D'un point de vue théorique, les algorithmes décrits au
chapitre 3, dans la section 3.2.2.3 sont toujours valables. En phase de propagation,
les deux étapes sont les suivantes :



Formulation de la méthode MR-FDPF en 3D. 115

Fig. 5.3 � Les �ux sortants d'un MR-node 3D.

Phase montante La fusion de deux blocs permet d'exprimer la source équiva-
lente de niveau supérieur (voir �gure 5.4) grâce à l'équation :

−→
S e(k) =

−→
S ex(k) + U (k) · f̆0(k) (5.23)

avec la matrice montante U (k) dé�nie par :

U (k) = Σee(k) (5.24)

Fig. 5.4 � Phase montante de la propagation : calcul de la source équivalente
formée lors de la fusion de 2 MR-nodes.

Phase descendante Inversement, la connaissance des �ux entrants du MR-
node père, consitué de 2 MR-nodes (�gure 5.5) permet de calculer les �ux des
noeuds i et j situés sur leur face commune grâce à la relation :

F̆(k) = I (k) ·D(k) ·
←−
Fb(k) (5.25)
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Fig. 5.5 � Phase descendante de propagation : calcul des �ux entrants dans les
deux blocs �ls.

avec I (k) la matrice interne du MR-node k dé�nie par :

I(k) = (Id− Σee(k))−1 (5.26)

et D(k) la matrice descendante du MR-node k dé�nie par :

D(k) = Σie(k) (5.27)

5.3 Implémentation de la méthode.

A ce stade, aucune di�érence signi�cative n'apparait entre le 2D et le 3D.
Cependant, nous allons voir que le développement en 3D implique de sérieux
changement dans l'organisation algorithmique. Le premier problème est lié à la
gestion des �ux associés aux faces des MR-nodes 3D. Alors qu'en 2D, les �ux de
bord sont des vecteurs mono-dimensionnels, on a en 3D des �ux bi-dimensionnels.
Pour exprimer les sous-matrices de di�usion associées aux blocs, il faut choisir
un ordre de numérotation des �ux associés à chaque face de façon à éviter au
maximum des permutations successives en mémoire.

Le deuxième problème est lié à la taille des matrices. En 2D, les matrices
de di�usion mettent en relation des vecteurs de taille N sur chaque bord du
MR-node. Au contraire, en 3D, les matrices mettent en relation des vecteurs de
taille N2, associés aux faces du MR-node. Ainsi, en 2D, les matrices de di�usion
associées au headnode sont de taille N2, où N est la plus petite dimension de
l'environnement. (remarquons que la taille de ces matrices est du même ordre
de grandeur que l'environnement). En 3D, les matrices de di�usion associées au
headnode sont de taille N4, et sont donc N fois plus grandes que l'environne-
ment lui-même. C'est bien là que réside tout le problème du 3D. Nous détaillons
maintenant ces deux aspects et proposons quelques solutions pour les gérer au
mieux.
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5.3.1 Equivalence par permutation des �ux

Pour simpli�er l'étude, on remarque que suivant le type de découpage (selon
l'axe x , y ou z) il existe une similitude par permutation de variables. Soit deux
blocs i etj, regroupés selon l'axe X. Nous allons étudier les matrices et les algo-
rithmes de calcul. Chaque bloc est dé�ni par sa position (x, y, z) et ses dimensions
(sX , sY , sZ).

Pour décrire ce qui se passe lors du regroupement dans les deux autres di-
rections, on utilise une rotation de l'axe du repère, c'est à dire en faisant une
permutation des variables de positions, dimensions, et directions. Ce principe
n'est pas seulement utile pour simpli�er la description de nos algorithmes, il est
également utilisé en pratique, dans le code. On utilise e�ectivement des variables
intermédiaires, et les mêmes fonctions peuvent être utilisées, quel que soit le sens
de regroupement. On appelle (X, Y, Z), (SX , SY , SZ) et (N,S,E,W,D,U) les va-
riables globales, il su�t de les remplacer selon les permutations du tableau 5.1
pour traiter le découpage dans les trois directions.

Tab. 5.1 � Permutations des variables d'espace selon les directions.

variable découpage selon X découpage selon Y découpage selon Z
E est sud down
W ouest nord up
S sud down est
N nord up ouest
D down est sud
U up ouest nord
X x y z
Y y z x
Z z x y
SX sX sY sZ
SY sY sZ sX
SZ sZ sX sY

Nous allons dans la suite décrire le problème de stockage des �ux, et les
algorithmes de traitement, uniquement dans le cas du regroupement horizontal.

5.3.2 L'ordonnancement des �ux

L'ordonnancement des �ux associés à chaque face est un problème bien par-
ticulier, et spéci�que au 3D. Parce que ces �ux interviennent ensuite dans les
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calculs matriciels de di�usion, il faut convenir d'un ordre de parcours des �ux
associés à une face, ce qu'on appelle l'ordonnancement des �ux, pour construire
le vecteur de �ux associé à chaque face. Parce que les mêmes �ux sont utilisés par
di�érents blocs, imbriqués les uns dans les autres, il est important de respecter
une numérotation homogène pour tous les �ux. C'est important si on veut pou-
voir utiliser la technique de stockage des �ux dans des matrices globales, comme
nous l'avons fait en 2D.

Approche 1 : Ré-ordonnancement de l'ordre des �ux La première idée
consiste à utiliser toujours le même sens de parcours des �ux, choisi par défaut,
comme représenté à la �gure 5.6. Il existe donc trois types de parcours, corre-
pondants aux di�érentes faces : Le parcours des faces Nord et Sud, le parcours
des faces Est et Ouest, et le parcours des faces Up et Down. Sur la �gure 5.6,le 0
indique de point de départ et la �èche la direction de parcours.
Ensuite, lors du regroupement de MR-nodes, il faut ré-ordonner l'ordre des �ux.

Fig. 5.6 � Sens de parcours par défaut des �ux sur un MR-nodes.

En e�et, si l'on prend le cas par défaut du regroupement selon l'axe X, la fusion de
MR-nodes va engendrer 3 types de �ux pour les �ls et le père, comme représentés
à la �gure 5.7 :

� Sur les faces Est et Ouest : Ceux-ci sont identiques.
� Sur les faces Sud et Nord : Pour parcourir les �ux du MR-node père on
parcourt ceux du MR-node A, puis ceux du MR-node B, donc on peut faire
une fusions des deux vecteurs.

� Sur les face Up et Down : Pour parcourir les �ux du MR-node père on ne
peut pas faire une simple fusion des vecteurs car lors du parcours des �ux
de A puis ceux de B, on ne fait pas le même parcours que pour le père.

Dans le troisième cas décrit précédemment, l'ordre des données doit être ré-
organisé . Plusieurs pistes sont possibles pour cette organisation de données. La
plus simple peut être faite lors de la phase de propagation où il faut ré-ordonner
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Fig. 5.7 � Sens de parcours des �ux lors du regroupement de deux MR-nodes.

les vecteurs des �ux Up et Down lors de leur premier appel, mais cette approche
n'est pas intéressante car elle augmente les temps de calcul de la phase de pro-
pagation. L'autre possibilité est d'agir sur les matrices de propagation dès le
pré-traitement en tenant compte de cette organisation. Cette deuxième approche
est la plus intéressante car elle n'engendre pas de temps de calcul de propagation
supplémentaire contrairement à la première option. Pour cela, lors de la phase de
calcul des matrices, il faut traiter 'spécialement' celles faisant intervenir les faces
Up et Down en faisant des permutations des données selon les deux cas suivants :

� Si c'est une matrice de di�usion de �ux venant des faces Up et Down il faut
permuter les colonnes de la matrice.

� Si c'est une matrice de di�usion de �ux allant vers faces Up et Down il faut
permuter les lignes de la matrice.

Cependant, cette approche présente deux inconvénients majeurs : tout d'abord,
comme les �ux ne sont pas stockés dans le même ordre pour les �ux des blocs
père et �ls, ils ne peuvent pas pointer sur la même zone mémoire, et il faut
dupliquer les �ux. On peut contourner ce problème en ne stockant pas tous les
�ux associés à une même face de façon contiguë. Mais la gestion de la mémoire
en phase de calcul de propagation en serait alourdie. Le deuxième problème, est
qu'une telle approche nécessiterait de revoir le stockage des matrices montantes
U et descendantes D utilisées dans la phase de propagation. Nous avons vu lors
de la description de l'approche 2D, que ces matrices étaient directement liées aux
matrices de di�usion des blocs �ls. Avec les problèmes de permutation, il faudrait
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stocker de nouvelles matrices, ce qui représente une surcharge trop importante.

Approche 2 : Ordonnancement à la volée La deuxième idée consiste à
ne pas faire de permutation. L'ordonnancement des �ux pour un bloc dépend
donc de la façon dont il a été découpé. On parcourt systématiquement les �ux
en commençant par le bloc de gauche, suivi du bloc de droite. Cette approche
est intéressante, car elle permet de développer les algorithmes de propagation de
façon optimale.

L'inconvénient majeur de cette approche est qu'elle impose un découpage
régulier de l'environnement. Pour expliquer cela, illustrons nos propos sur le cas
de deux MR-nodes découpés respectivement en deux MR-nodes A et B pour le
premier, et C et D pour le second, tel que représenté à la �gure 5.8. Sur cette
�gure, on voit que dans le cas du découpage régulier (à gauche), les �ux sortant
Up du bloc C sont les �ux entrants Up du bloc A, et les �ux sortant Up du bloc D
sont les �ux entrants Up du bloc B, quel que soit le sens de parcours des �ux. Par
contre, si un découpage irrégulier était utilisé (à droite), un ré-ordonnancement
de l'information des �ux serait nécessaire pour les �ux Up sortants du MR-node
D.

Fig. 5.8 � Correspondance des �ux Up et Down selon les deux types de décou-
pages.

Choix de la méthode Les problèmes de réordonnancement engendrent un sur-
plus de calcul lors de la phase de propagation. L'approche d'un ordonnancement
'à la volée' est plus intéressante, même si elle impose une pyramide régulière.
Remarquons que, si le fait d'utiliser une pyramide régulière est plus intéressant
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Fig. 5.9 � Exemple d'un MR-node 3D situé dans le Headnode.

au niveau des �ux, cela est aussi plus performant au niveau du temps de cal-
cul des matrices lors du pré-traitement, car cette approche permet de plus vite
tendre vers des petits MR-nodes, donc des petites matrices de di�usion. On perd
l'avantage de la recherche de blocs homogènes, avec optimisation de l'utilisation
des blocs types, comme nous l'avions mis en place en 2D. Cependant, nous al-
lons voir un peu plus loin, par l'étude de complexité, que les besoins en mémoire
et temps de calcul sont essentiellement concentrés sur les plus gros blocs qui ne
béné�cient pas de ces avantages.

5.3.3 Le stockage des �ux.

Comme en 2D, le stockage des �ux doit être réalisé de manière globale, pour
éviter la redondance d'informations lors du stockage des �ux au niveau de chaque
MR-node.
Pour éviter une utilisation de matrices globales des �ux en 3D, qui aurait aug-
menté la complexité de la phase de propagation, les �ux sont stockés dans des
matrices 2D dont les dimensions ont éte adaptées, et des variables d'index per-
mettant de déduire, par rapport au MR-node père, où se situer dans cette matrice
globale.
Considérons le cas d'un MR-node de dimensions bloc.sX × bloc.sY × bloc.sZ et
de position (posX, posY, posZ), dans un environnement de dimensions Env.sX×
Env.sY × Env.sZ comme representé à la �gure 5.9
Les relations entre les �ux de directions opposées sont toujours valables à savoir :

�
←−
fE(r)=

−→
fW (r)

�
←−
fW (r)=

−→
fE(r)

�
←−
fS(r)=

−→
fN(r)

�
←−
fN(r)=

−→
fS(r)
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Fig. 5.10 � Positionnement des vecteurs de �ux sortants E et W d'un MR-node
dans les matrices de �ux globaux.

�
←−
fD(r)=

−→
fU(r)

�
←−
fU(r)=

−→
fD(r)

Les �ux sortants d'un MR-nodes pointant dans les matrices globales de �ux sont
représentés en rouge à la �gure 5.10 pour les �ux E et W, à la �gure 5.11 pour
les �ux S et N, et en�n à la �gure 5.12 pour les �ux D et U.
Les colonnes dans les matrices globales de �ux correspondent à la position de

la face des �ux, et les lignes sont calculées par rapport aux variables d'index de
position indx, indy et indz. Ces variables d'index sont calculées par rapport au
variables d'index du MR-node père. Ainsi par exemple, la �gure 5.13 représente
les �ux sortants sud d'un bloc père, et de deux blocs �ls A et B lors d'un re-
groupement horizontal. Grâce à la méthode choisie les �ux sortants des blocs �ls
pointent bien sur le même zone mémoire que ceux du père. Les variables d'indices
dans ce cas sont :

iy(blocA) = iy(pere)

iy(blocB) = iy(pere) + blocA.sX × blocA.sZ
(5.28)

Elles sont initialisées lors de la phase de construction de la pyramide.
Pour un environnement donné de dimensions (sX × sY timessZ) la taille totale
de stockage des �ux est donc la somme des tailles de matrices de �ux à savoir :

Tailleflux = 6 ·Nx ·Ny ·Nz (5.29)
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Fig. 5.11 � Positionnement des vecteurs de �ux sortants S et N d'un MR-node
dans les matrices de �ux globaux.

Fig. 5.12 � Positionnement des vecteurs de �ux sortants U et D d'un MR-node
dans les matrices de �ux globaux.
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Fig. 5.13 � Les �ux sortants S d'un MR-node et leurs positions dans la matrice
des �ux sud.
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Fig. 5.14 � Exemple de construction d'arbre binaire des MR-nodes pour un en-
vironnement de 3× 2× 2 pixels composé de 2 matériaux.

5.3.4 Algorithme général

Grâce à la gestion des �ux dont nous avons discuté ci-dessus, l'adaptation de
la méthode MR-FDPF en 3D devient assez naturelle.

5.3.4.1 La phase de pré-traitement.

La construction de la pyramide en 3D nécessite de prendre en compte un
découpage selon les 3 directions. Le Headblocnode est une matrice en trois di-
mensions qui doit être découpée récursivement en MR-nodes jusqu'à atteindre la
résolution de simulation souhaitée. La �gure 5.14 représente un exemple de dé-
coupage pour un environnement de 3× 2× 2 pixels composé de deux matériaux.
On rappelle que nous avons choisi pour le 3D un découpage régulier. Le nombre
Nb de MR-nodes dans la pyramide pour un environnement de taille (Nx, Ny, Nz),
quelquesoit le type de découpage, est constant et égal à :

Nb = 2 ·Nx ·Ny ·Nz − 1 (5.30)

La notion de bloc-type a été réutilisée malgré tout. Sur l'exemple simple de la
�gure 5.14, le nombre de MR-nodes est de 23 alors qu'on ne compte que 10 types
de MR-nodes di�érents donc de matrices di�érentes. Chaque MR-node pointe
sur un bloctype dont les matrices sont calculée une seule fois, ce qui revient à
construire un nouvel arbre de BlocTypes qui n'est pas binaire car un père, au lieu
de pointer toujours sur deux nouveaux �ls, peut pointer sur les �ls ayant leurs
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Fig. 5.15 � Exemple de ré-utilisation par les BlocTypes : les matrices d'un type
de MR-node ne sont calculées que la première fois que celui ci apparaît.

matrices déjà calculées. Un exemple d'arbre des BlocTypes en 3D est représenté
à la �gure 5.15.

5.3.4.2 Phase de propagation.

Une fois l'arbre binaire créé et les matrices de di�usion calculées et stockées, la
propagation peut être faite. On retrouve les deux étapes de la méthode standard :
la phase montante et la phase descendante schématisées à la �gure 5.16.
Tout comme en 2D on peut choisir lors de la phase descendante de s'arrêter à
une résolution intermédiaire, ce qui permet d'avoir la valeur moyenne du signal,
la seule contrainte étant d'atteindre un bloc homogène. Comme nous utilisons un
découpage régulier, l'obtention de blocs homogènes peut être plus lente.

5.3.5 Résultats préliminaires.

Le modèle a été évalué théoriquement sur un environnement cubique de 60×
60 × 60 pixels avec une source placée en son centre. Le pas de discrétisation est
de 20 cm donc la taille de l'environnement est de 12× 12× 12 mètres. La source
émet à une puissance de 17 dBm et à la fréquence de 240MHz. Les résultats
que nous montrons sont les coupes de la zone de couverture 3D, passant par la
source, et selon les trois directions.
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Fig. 5.16 � Les deux phases de propagation, montante : de la source jusqu'au
HeadNode, et descendante : du HeadNode jusqu'aux récepteurs.
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La �gure 5.17 représente la propagation dans le vide et nous véri�ons bien qu'elle
est identique selon les trois axes.
Dans l'environnement de la �gure 5.18 un mur de béton de 1 pixel d'épaisseur
(donc 20 cm) est ajouté, montrant les phénomènes de ré�exion.
En�n, à la �gure 5.19 on véri�e que la di�raction est aussi prise en compte grâce
à l'ajout d'une ouverture de 3× 3 pixels dans le mur de béton.

Fig. 5.17 � Coupes (selon les trois plans, passant par la source) de la carte de
couverture d'une source dans un environnement vide de 12× 12× 12 m.

Fig. 5.18 � Coupes (selon les trois plans, passant par la source) de la carte de
couverture d'une source dans un environnement de 12× 12× 12 m composé d'un
mur de béton.
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Fig. 5.19 � Coupes (selon les trois plans, passant par la source) de la carte de
couverture d'une source dans un environnement de 12× 12× 12 m composé d'un
mur de béton avec ouverture.

5.4 Réduction de la complexité.

5.4.1 Etude de complexité.

Complexité de la phase de pré-traitement Dans le cas général, on consi-
dère un environnement cubique (Nx = Ny = Nz). De même, l'arbre binaire est
construit en coupant les MR-nodes en 2 MR-nodes �ls de mêmes dimensions.
Ainsi, le nombre de niveaux dans la pyramide est : L = 3 · log2(Nx). Pour un
MR-node de niveau l dans la pyramide la principale complexité est le calcul de
la matrice des �ux internes et des matrices de di�usion. Elle dépend du niveau l
dans la pyramide, sachant que pour le premier bloc la taille des �ux de chaque
face est N2

x . Le calcul de complexité est basé, comme en 2D sur le calcul du
nombre de multiplications de matrices nécessaires pour calculer les matrices de
di�usion. On obtient les résultats suivants. Tout d'abord, la complexité associée
à chaque niveau, en tenant compte du nombre de blocs et de leur taille est égale
à :

C(l) = O(22 ·N3
x · 8q) si l = 3 · q

C(l) = O(4, 5 ·N3
x · 8q−1) si l = 3 · q + 1

C(l) = O(1, 2 ·N3
x · 8q−2) si l = 3 · q + 2

Par exemple, la complexité pour un bloc de taille N3
x est en O(22·N6

x). On obtient
au total, une complexité d'environ O(32N6

x . Cependant, dans cette complexité,
les deux tiers sont dus au dernier niveau et au calcul de la matrice de propagation
associé au headnode. En pratique, on ne calcule pas explicitement les matrices
de di�usion associée aux faces du cube tournées vers l'extérieur. Dès lors la com-
plexité du dernier niveau n'est pas en 22N6

x , mais simplement en N6
x , car seule la
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matrice interne est à calculer. Ce résultat met en évidence que la complexité aug-
mente beaucoup plus vite lorsqu'on monte dans la pyramide, que dans l'approche
2D (8q au lieu de 2q). Dès lors le poids, dans les calculs, des derniers niveaux est
encore plus important. Cela justi�e encore une fois le fait de se concentrer sur la
réduction de la charge de calcul matriciel, plutôt que de jouer sur l'organisation
des MR-nodes. Le coût de calcul associé aux matrices de l'arbre binaire complet
est donc donné par :

C(prep) = O(3 ·N6
x) (5.31)

En ce qui concerne les ressources mémoire, il y a la matrice interne à stocker
et 21 sous-matrices pour la matrice de di�usion. On trouve les résultats suivants :

M(l) = O(22 ·N3
x · 2q) si l = 3 · q

M(l) = O(9 ·N3
x · 2q−1) si l = 3 · q + 1

M(l) = O(3, 5 ·N3
x · 2q−2) si l = 3 · q + 2

Contrairement au 2D, le besoin de ressources mémoires n'est pas identique pour
chaque niveau, mais augmente linéairement. Encore une fois, jouer sur la réutili-
sation des matrices, qui est e�cace surtout pour les niveaux bas, est donc moins
e�cace globalement, pour le 3D.

m < M(prep) = 72 ·N4
x ·m (5.32)

Complexité de la phase montante de propagation : Comme en 2D, la
phase montante n'est trop consommatrice, car elle n'est e�ectuée que pour un
bloc à chaque niveau. Le coût de calcul correspondant est :

C(up) = O(2 ·N4
x) (5.33)

Encore une fois, la moitié de la charge de calcul est consacrée au calcul de la
dernière source équivalente, c'est à dire au produit de la matrice interne du head-
blocnode par un �ux source.

Complexité de la phase descendante de propagation : Au niveau de la
phase descendante, la complexité associée à un MR-node est de 4 ·2l si l = 2 ·q+1
ou 6·2l si l = 2·q donc la complexité à chaque niveau de la pyramide est constante
et donnée par :

C(l) = O(15 ·N3
x · 2q) si l = 3 · q

C(l) = O(12 ·N3
x · 2q) si l = 3 · q + 1

C(l) = O(9 ·N3
x · 2q) si l = 3 · q + 2
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Le temps de calcul global est donc en N4
x

C(down) = O
(
70 ·N4

x

)
(5.34)

Le résultat �nal est donc en O(N4
x), c'est à dire de la même complexité que

l'approche temporelle en 3D. La première conclusion n'est pas très positive concer-
nant le 3D, car le gain relativement à une approche temporelle est beaucoup moins
évident qu'en 2D. Cependant, il reste le fait que la solution obtenue dans le do-
maine féquentiel conduit à la solution exacte, et qu'on n'a pas de soucis de temps
de convergence de l'algorithme. On peut également conclure que la méthode étant
de complexité comparable à l'approche temporelle, il devient pertinent de cher-
cher à réduire sa complexité.

Cas particulier NZ << NX L'étude faite ci-dessus concerne le cas particulier
d'un environnement cubique. Il est assez intéressant de développer le même cal-
cul dans le cas d'un bâtiment présentant une dimension plus petite que les deux
autres (par exemple la hauteur h), pour le calcul 3D à l'intérieur d'un étage, par
exemple. Concernant le pré-traitement la complexité devient donc dans ce cas :

C(prep) = O(h3 ·N3
x) (5.35)

Au niveau de la mémoire nécessaire, en considérant les tailles des matrices, on a
dans les niveaux supérieurs, des besoins constants en fonction du niveau :

M(l) = O(N2
x · h2 ·m) (5.36)

Durant la phase de propagation, au niveau de la phase montante on a juste :

C(up) = O(h ·Nx)
2 (5.37)

Et pour la phase descendante :

C(down) = O(70 · h2 ·N2
x) (5.38)

Remarquons que dans le cas où h = 1pixel on retrouve une variation par rapport
à Nx similaire à la méthode 2D.

5.4.2 Réduction des matrices de di�usion

Nous avons montré que le principal problème de l'approche 3D résidait dans
la charge de calcul associée aux matrices de di�usion et aux matrices internes.
Nous proposons dans cette section d'évaluer la faisabilité de réduire la taille des
matrices en projetant les applications associées dans des sous-espaces.
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5.4.2.1 Décomposition en valeurs singulières.

Les valeurs singulières d'une matrice A sont les racines carrées des valeurs
propres de la matrice ATA. Une telle décomposition peut donc s'appliquer pour
des matrices non carrées, contrairement à la décomposition en valeurs propres.
Le nombre de valeurs singulières non nulles détermine le rang de la matrice A.
On appelle décomposition en valeurs singulières (SVD), la décomposition d'une
matrice A de dimensions M ×N sous la forme :

A = U × S × V ⊥ (5.39)

où S est une matrice diagonale contenant les valeurs singulières, U une matrice
de dimension M ×M et V une matrice de dimension N ×N . Ces deux matrices
sont des matrices de changement de base, orthonormées.
Dans le cas d'une matrice dont le rang est faible (R = rang(A) < min(M,N)),
le nombre de valeurs singulières nulles est élevé. On peut alors écrire :

A =
(
U1 U2

)
×
(
S1 0
0 0

)
×
(
V1

V2

)
(5.40)

qui peut aussi s'écrire :
A = U1 × S1 × V ⊥1 (5.41)

La matrice U1 étant de dimensions M × R, la matrice S1 de dimensions R × R
et la matrice V1 de dimensions R×N .

La SVD permet d'économiser à la fois des ressources mémoires et du temps
de calcul. Supposons que l'on veuille calculer A ·X, où X est un vecteur de taille
N . Sous cette forme le stockage de A nécessite M ×N éléments de mémoire, et le
calcul du produit ci-dessus demande égalementM×N opérations. La SVD, après
suppression du sous-espace associé aux valeurs singulières nulles (ou simplement
faibles) peut s'écrire A = U ′1 · V ⊥1 , avec U ′1 = U1 × S1. Le stockage de ces deux
matrices nécessite M ×R+N ×R éléments de mémoire, et le calcul du produit
vectoriel également M ×R+N ×R. Pour que l'approche soit intéressante, il faut
véri�er R < min(M,N)/2.

Notons que cette représentation est également intéressante dans le cas où l'on
multiplie la matrice A par une autre matrice B, de taille N × N , par exemple.
Dans ce cas la charge de calcul initiale est de M × N2, alors que, après SVD et
réduction d'espace, la charge de calcul est de R×N × (M +N) en e�ectuant le
calcul U ′1 · (V ⊥1 · B). Bien entendu, ce gain en complexité doit être relativisé par
le temps de calcul nécessaire au calcul des valeurs singulières. Nous utilisons une
approche de décomposition qui calcule progressivement les valeurs singulières en
partant de la plus élevée. La complexité est proportionnelle au nombre de valeurs
singulières que l'on souhaite calculer. Le critère d'arrêt sur les valeurs singulières
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peut être la valeur absolue, la valeur relative par rapport à la valeur maximale
ou simplement un pourcentage de valeurs singulières que l'on souhaite garder.

Comme en 3D les matrices de di�usion sont de très grandes dimensions il est
intéressant de rechercher celles qui sont de rang faible pour diminuer la quantité
d'information à stocker en mémoire sans perdre d'information. La SVD peut donc
présenter un moyen intéressant de réduire la mémoire pour les matrices de rang
faible.
Si il n'y a aucune raison pour que les matrices de di�usion soient réellement
de rang faible, on peut penser néanmoins qu'il existe des modes de propagation
privilégiés d'une face à l'autre d'un MR-node. L'idée est donc de ne garder dans
les simulations que ces modes privilégiés.

5.4.2.2 Application de la SVD aux matrices de di�usion

Nous étudions la décomposition en valeurs singulières pour les matrices in-
ternes et pour les matrices de di�usion associées aux MR-nodes. La matrice de
di�usion est composée de 36 composantes, par exemple WE−W , WS−S, ... Nous
avons dans la section 3.3 que certaines de ces matrices sont liées 2 à 2 par la réci-
procité, imposant aux matrices les relations suivantes :WX−Y = W t

Ȳ X̄
. On notera

le cas particulier des matrices caractérisant les retours de �ux, c'est à dire celles
qui relient un �ux entrant et un �ux sortant par la même face. Ces matrices ne
sont pas associées à une autre matrice, mais la relation de réciprocité les rend sy-
métriques. Il s'agit des matrices WE−W , WW−E, WS−N , WN−S, WD−U et, WU−D.
Nous allons voir que ces matrices ont des propriétés très particulières en terme
de décomposition en valeurs singulières. Notons également que ces matrices sont
celles qui interviennent dans le calcul de la matrice interne. Ainsi, lors du regrou-
pement selon l'axe X, par exemple, le calcul de la matrice interne donné par (5.26)

repose sur le calcul suivant
(
Id −W (i)

E−W ·W
(j)
W−E

)−1

(voir détails section3.2.2.3).
Les caractéristiques de la matrice interne sont donc liées aux caractéristiques des
matrices de retour de �ux. Notre étude s'est portée sur les matrices de di�usion,
mais les résultats concernant les matrices de retour de �ux peuvent s'extrapoler
aux matrices internes. Pour présenter nos résultats nous avons choisi d'étudier ici
deux matrices : Une matrice WE−E et une matrice WE−W . Les matrices étudiées
sont de dimensions 192 × 192. La �gure 5.20 représente l'image de ces matrices,
et le tracé des valeurs singulières correspondantes pour un environnement sans
obstacle.
Alors que les coe�cients de la matrice WE−E sont assez uniformes (la matrice
n'est pas creuse), la SVD est intéressante car le nombre de valeurs singulières
non nulles est faible. On obtient pour cette matrice environ 30 valeurs singulières
supérieures à 0.01. Notons que les matrices de di�usion élémentaires ont une
norme inférieure à 1. Cette propriété découle de celle des matrices de di�usion
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élémentaires, dont la norme est inférieure ou égale à 1 pour véri�er le principe de
conservation de l'énergie. Elle est unitaire lorsque α = 1, et de norme inférieure,
lorsqu'on utilise un coe�cient α < 1. Cette propriété est intéressante ici, car
les valeurs singulières sont alors normalisées (max(λ) = 1), et le module d'une
valeur singulière représente l'a�aiblissement du mode de propagation correspon-
dant, lors de la traversée du MR-node. La décomposition en valeurs singulières
apparaît alors très intéressante pour ces matrices.

Par contre, pour la matrice de retour de �ux (matrice WE−W ) le résultat est
très di�érent. Notons tout d'abord que les coe�cients de valeurs élevées sont
concentrés autour de la diagonale, et la SVD révèle une matrice de rang plein
(notons que les matrices de retour de �ux sont carrées et symétriques, la SVD est
alors égale à la décomposition en valeurs propres). Toutes les valeurs singulières
sont supérieures à 0.1 et tous les modes semblent signi�catifs. Les matrices de
retour de �ux jouent en e�et un rôle très particulier dans l'approche TLM. Pour
le noeud élémentaire TLM, on a toujours un retour de �ux (même en espace
libre). C'est ce retour de �ux qui permet de simuler correctement une propagation
isotrope. On trouve une étude très complète sur les propriétés de TLM dans [84].
Pour �nir, notons que les matrices internes ont à peu près les mêmes propriétés
que ces matrices de retour de �ux. Ainsi, toutes ces matrices ne peuvent se réduire
par SVD.

Les mêmes matrices ont alors été étudiées pour le même environnement, au-
quel des cloisons ont été ajoutées. Les résultats sont illustrés à la �gure 5.21.
La comparaison des résultats pour les matrices WE−E est représentée au tableau
5.2. Nous avons véri�é dans plusieurs situations que des résultats similaires sont

Tab. 5.2 � nombres de valeurs singulières importantes suivant les deux types
d'environnements.

environnement n val propres>0.01 %val propres>0.01
vide 20 10%

avec murs 30 15%

obtenus pour les autres matrices de non retour de �ux. Notons sur cette exemple
que pour un environnement avec murs, le nombre de valeurs singulières signi�ca-
tive est un peu plus élevé. L'augmentation de la complexité de l'environnement
peut donc engendrer une augmentation du nombre de modes de propagation as-
sociés à MR-node. Cependant, le nombre de modes peut augmenter dans une
direction (ici E − E) et diminuer dans une autre (par exemple E − S). Concer-
nant la matrice de retour de �ux, on observe une diminution de quelques valeurs
singulières, avec la présence de murs, mais qui n'est su�sante pour permettre de
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Fig. 5.20 � Images de matrices de di�usion (à gauche : Est-Est, à droite, Est-
Ouest), et tracé des valeurs singulières correspondantes, en espace libre.

réduire l'espace de travail associé.

5.4.2.3 Conséquences sur l'approche MR-FDPF

Nous n'avons pas eu le temps de développer une étude théorique permettant
de chi�rer exactement l'impact de la SVD sur les performances de l'approche
MR-FDPF. Une telle étude est di�cile à mener, car elle dépend énormément de
l'environnement lui-même.

Nous illustrons le gain de performances à partir d'un exemple. Nous prenons
comme environnement de test, l'étage du laboratoire CITI discrétisé à un pas de
résolution de 50cm. Nous aurions idéalement souhaité travailler à une résolution
de 20cm, puisque les résultats en 2D ont montré que cette résolution permettait
d'atteindre les meilleurs performances. Malheureusement, la complexité devient
très élevée à une telle résolution. Il est possible de faire tourner les prédictions,
mais le temps de pré-traitement très élevé ne permet pas d'e�ectuer correctement
la phase de calibration. Nous avons vu avec l'étude de complexité que la phase de
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Fig. 5.21 � Images de matrices de di�usion (à gauche : Est-Est, à droite, Est-
Ouest), et tracé des valeurs singulières correspondantes, pour un environnement
avec murs.

pré-traitement est en N6, ce qui veut dire que passer de 50cm à 20cm conduit à
une augmentation de temps de calcul d'un facteur F = 244. Le stockage des ma-
trices et la phase de propagation sont en N4, soit une augmentation d'un facteur
F = 39.
Après discrétisation, le stockage de toutes les matrices de di�usion (ne comprend
pas les matrices internes) représente 246Mo (on a 10Go à la résolution 20cm).
Parmi ces matrices, nous nous intéressons uniquement aux plus grosses matrices.
Nous avons vu en e�et dans l'étude de complexité que les plus grosses matrices
représentaient une part très importante des ressources. Nous avons choisi de consi-
dérer toutes les matrices des MR-nodes ayant un volume supérieur à 5000 voxels
ce qui correspond aux matrices ayant une taille mémoire supérieure à 1Mo. Ces
matrices (164 au total en comptant les matrices de retour de �ux) représentent
sur le disque un espace de 223Mo.

Pour cet environnement, la taille totale des matrices simpli�ables est de 165Mo.
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Dans cette étude nous avons choisi de prendre un seuil �xe pour les valeurs sin-
gulières, �xé à 15%. Le stockage des matrices sous la forme décomposée permet
une réduction de 30% de la charge mémoire (165Mo), ce qui globalement, permet
de ramener la mémoire totale à 130.5Mo au lieu de 265Mo. Le facteur de gain
�nal est intéressant, mais limité par le fait que les matrices de retour de �ux et
les matrices internes ne peuvent être réduites de cette façon. La conséquence est
qu'à la �n près de 75% de la mémoire est utilisée pour les matrices de retour de
�ux et matrices internes.

Cette approche permet également de réduire la charge de calcul. En e�et,
le calcul des matrices de di�usion que nous avons détaillé pour l'approche 2D,
nécessite tout d'abord le calcul de la matrice interne (la SVD n'apporte rien sur
cette partie). Par contre la deuxième phase consiste à multiplier les matrices de
di�usion des MR-nodes �ls par la matrice interne (voir (3.27)). La SVD permet
donc de réduire la complexité de ces multiplications. Comme on ne réduit pas le
calcul de la matrice interne, la complexité rete en O(N6), pour des très grosses
matrices, la complexité devient presque exclusivement liée au calcul de la matrice
interne.

Concernant la phase de propagation, nous nous intéressons essentiellement
à la phase descendante. Elle comprend la multiplication d'un �ux de bord par
la matrice descendante, puis par la matrice interne. Considérons un exemple,
toujours de regroupement selon l'axe X, et considérons la projection sur les �ux
internes d'un �ux entrant par la face Est du bloc i. De l'équation (5.25) on peut
déduire le calcul à e�ectuer qui est :

F
(k)
i = I (k) ·W (i)

E−E · F
(k)
E (5.42)

La matriceW (i)
E−E peut alors être décomposée par SVD, puis réduite, sous la forme

W
(i)
E−E = U

(i)
E−E · V

(i)⊥
E−E. On a alors intérêt à stocker la matrice descendante sous

cette forme, et on peut même intégrer la matrice interne.

5.4.2.4 Simpli�cation des matrices de retour de �ux.

Nous avons vu sur les �gures précédentes que pour les matrices de retour de
�ux la décomposition en valeurs singulières n'est pas intéressante. En e�et ces
matrices sont creuses. Pour le véri�er nous avons tracé à la �gure 5.22 les valeurs
de la matriceWEW précédente supérieures à 0.02 (Les valeurs ayant une in�uence
de plus de 2% sur le signal résultant. On remarque que pour un environnement
vide la matrice résultante est parfaitement diagonale, et que pour l'environne-
ment avec murs elle est la somme d'une matrice diagonale et d'autres valeurs
correspondants aux e�ets des murs.
Pour véri�er l'intérêt de cette approche nous avons réalisé la simulation sans ap-
proximation, puis l'avons comparé à des simulations en utilisant di�érents seuils
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Fig. 5.22 � Images de matrices de di�usion Est-Ouest, avec tracé des valeurs
supérieures à 0.02 seulement (à gauche : environnement vide, à droite : environ-
nement avec cloisons).

(0.01, 0.001 et 0.0001) en dessous desquels les valeurs des matrices sont considé-
rées comme nulles. Pour les comparaisons nous avons tracé à la �gure 5.23 les
points pour lesquels la di�érence est supérieure à 5dB, ce que nous avons consi-
déré comme le maximum admissible.
Ces résultats nous montrent que cette approche, si elle permet de réduire les
matrices, engendre certaines erreurs non négligeables. Pour n'avoir presque au-
cune erreur (�gure 5.23 en bas) il faut utiliser un seuil de 0.0001, ce qui revient
à garder environ 50% des valeurs de la matrice. Cette simpli�cation de matrices
engendre donc des erreurs et son gain n'est pas assez élevé. De plus le nombre
de matrices de retour de �ux ne représente qu'un sixième de toutes les matrices.
Cette optimisation est donc moins intéressante que celle des autres matrices, car
elle engendre des erreurs, mais dans le cas où la réduction de la complexite est
primordiale, elle peut être utile. Dans ce cas il est donc intéressant de prendre en
compte la propriété des SparseFloatMatrix de la bibliothèque COLT, qui permet
d'optimiser la taille mémoire de ce type de matrices en ne stockant que les valeurs
supérieures à un seuil.

5.5 Validation du modèle.

5.5.1 Conditions expérimentales.

Le même environnement de test que pour la méthode 2D a été choisi. Le
bâtiment est modélisé avec les mêmes matériaux que pour les modèles 2D et
2.5D. La hauteur d'un étage étant de 3m, la matrice d'environnement construite
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Fig. 5.23 � Tracé des points pour lesquels l'erreur est supérieure à 5dB entre les
simulation avec et sans approximations, pour di�érents seuils de valeurs singu-
lières.

lors de la phase de discrétisation est une matrice 3D (superposition de celles
obtenues en 2D). Pour simuler le sol et le plafond une dalle de béton de 40cm est
ajoutée en haut et en bas de l'environnement.
Pour simuler la propagation à l'intérieur du laboratoire CITI un pas de résolution
de 50cm est choisi. La �gure 5.24 représente les blocs homogènes (plus gros blocs
de contenant que de l'air) de l'étage du CITI seulement, et la �gure 5.25 les blocs
homogènes de tout l'environnement obtenus lors de la phase de discrétisation,
visualisés grâce à Java3D.

Le temps de pré-traitement est de 279 secondes, et le temps de calcul de
propagation d'une source est de 45 secondes.
La �gure 5.26 représente la zone de couverture d'un point d'accès à l'étage du
CITI.



140 La méthode MR-FDPF 3D.

Fig. 5.24 � A�chage des blocs homogènes après le pré-traitement pour l'étage
du laboratoire CITI.

Fig. 5.25 � A�chage des blocs homogènes après le pré-traitement pour les 3
étages.
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Fig. 5.26 � Zone de couverture obtenue après propagation.

5.5.2 Calibration de la méthode.

L'étape de calibration est similaire à celle des méthodes 2D et 2.5D. Les
mesures réalisées précédemment peuvent donc être utilisées. Le point d'accès était
situé à la hauteur de 2m, les mesures (WiFi et harmonique) à hauteur de taille
humaine soit environ 1m. Pour la calibration nous utilisons donc une source à
2m de hauteur à l'étage 2, et pour la comparaison avec les mesures nous prenons
une coupe de la couverture 3D dans le plan (xOy) à la hauteur z = 1m à chaque
étage. La �gure 5.27 représente les 3 coupes dans le plan de la source, de la zone
de couverture obtenue.
La �gure 5.28 représente les coupes horizontales à la hauteur de 1m à chaque
niveau.

Le pas de résolution (50cm) a été choisi de façon à maintenir une complexité
raisonnable pour la calibration. Cela implique donc de travailler à la fausse fré-
quence de 100MHz.

Nous avons tout d'abord testé à l'étage courant les valeurs d'indices de maté-
riaux obtenues par la calibration avec les méthodes 2D dans le paragraphe précé-
dent, en utilisant le béton pour le sol et le plafond. Ces valeurs d'indices donnent
une erreur quadratique moyenne de 8.1dB entre la mesure et la simulation. La
comparaison Mesure-Simulation est représentée à la �gure 5.29. La comparaison
de ces mesures permet de voir que la couverture obtenue avec la méthode 3D est
sous évaluée par rapport aux mesures, en particulier pour les points éloignés de la
source. Une calibration a donc éte lancée en prenant comme zone de couverture
la coupe pour z = 2m. Les résultats sont représentés dans le tableau 5.3
Le calibration a donc éte faite en prenant en compte de nouveaux matériaux :
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Fig. 5.27 � Coupes de la zone de couverture obtenue passant par la source.
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Fig. 5.28 � Coupes de la zone de couverture dans le plan horizontal à 1m du sol
à chacun des étages.
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Fig. 5.29 � Comparaison des valeurs mesurées et simulées en dBm à l'étage de
la source en utilisant les valeurs d'indices de matériaux par défaut.

Tab. 5.3 � Résultats de calibration des indices n des cloisons.

cas nair nbton nplatre nverre RMSE
indices 2D 1 5.4 2.4 1.5 7.1dB

résultat calibration 1 4.25 1.5 1.1 4.2dB
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Fig. 5.30 � Comparaison des valeurs mesurées et simulées en dBm à l'etage de
la source en utilisant les valeurs optimisées.

� un matériau sol pour le sol de l'étage 1 et le plafond de l'étage 3.
� un matériau dalle1 pour la dalle entre l'étage 1 et l'étage 2.
� un matériau dalle2 pour la dalle entre l'étage 2 et l'étage 3.

5.5.2.1 Calibration à l'étage de la source.

La comparaison entre la mesure et la simulation à l'étage de la source avec les
indices calibrés est représentée à la �gure 5.30.
Notons que comme nous l'avions obtenu en 2D les indices α des matériaux
des cloisons ne sont pas optimisés et �xés à 1. Nous avons pu véri�er qu'en
faisant varier ces paramètres on n'obtient pas de meilleur résultat pour la phase
de calibration. Ce point est très intéressant car α étant égal à 1, cela signi�e
que l'in�uence de l'épaisseur des murs est négligeable devant les phénomènes
de ré�exions qui sont prépondérants. Bien entendu, pour simuler des obstacles
d'épaisseur élevée par rapport à la longueur d'onde, il faudrait prendre en compte
ce paramètre dans la calibration. En�n, le fait de négliger l'in�uence de α nous
permet de minimiser l'approximation faite d'un pas de discrétisation de 50cm :
L'épaisseur des murs est simulée à 50cm, mais l'e�et est le même que sur des
murs �ns. L'approximation principale est donc plus la diminution de la taille des
pièces, donc une petite dimension des volumes d'airs dans lesquels les ré�exions
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ont lieu.
Nous remarquons que les indices n obtenus en 3D pour les cloisons sont inférieurs
à ceux obtenus en 2D. En e�et en 2D ne sont considérées que les ré�exions dans
le plan horizontal, donc pour obtenir le même résultat de zone de couverture il
faut considérer des matériaux plus ré�échissants que ceux en 3D où toutes les
ré�exions sont bien prises en compte.
En�n le résultat obtenu de 4.2dBm entre mesure et simulation est intéressant,
mais comparé à celui obtenu avec des simulations en 2D avec des résolutions plus
�nes, il n'est pas meilleur. En e�et la méthode 2D nous permettait d'avoir des
RMSE entre 3.88dB pour un pas de 2cm et 4.1dB pour un pas de 20cm. Par
contre à 50cm en 2D on avait une erreur d'environ 5dB d'où une amélioration
entre le 2D et le 3D quand on travaille à la même résolution. Nous en déduisons
que dans certains cas, il peut s'avérer plus intéressant d'utiliser les ressources de
calcul pour réduire la résolution en restant en 2D plutôt que de passer en 3D
avec une résolution faible. Il aurait été intéressant de tester le simulateur dans un
environnement plus spéci�quement 3D, comme un hall, mais nous n'avons pas
pu acquérir de données correspondantes.

5.5.2.2 Calibration des autres étages.

Dans l'approche que nous avons implémentée, nous n'avons pas eu le temps
d'intégrer la gestion de diagramme d'antennes 3D par extension de ce que nous
avons proposé en 2D. De fait, nos résultats correspondent à une antenne isotrope.
En réalité, l'antenne utilisée (Antenne Trendnet TEW-IA040 Omni) à l'émission
est une antenne omni-directionnelle seulement dans le plan (xOy), elle ne rayonne
donc pas autant d'énergie aux étages supérieurs, que ce que nous pouvons simuler.
Son diagramme de rayonnement est représenté à la �gure 5.31.

Nous avons introduit deux matériaux spéci�ques correspondant aux dalles de
séparation entre les niveaux.
Une première solution pour compenser le surplus d'énergie rayonnée aux autres
étages est d'utiliser un indice n de dalle sur-évalué. Cela signi�e alors qu'il y a
beaucoup plus de ré�exions qu'en réalité et nous obtenons à l'étage de la source
la zone de couverture de la �gure 5.33. Au contraire, un indice trop faible réduit
les ré�exions (�gure 5.32) mais l'énergie rayonnée aux autres étages est alors
trop importante. Lors de la calibration de l'étage courant, nous avons obtenu un
indice n de dalle de 2.1 (Couverture à la �gure 5.34). La dalle est donc simulée
par un matériau assez peu ré�échissant qui laisse beaucoup passer de signal aux
autres étages. Pour compenser cette erreur les indices alpha des dalles ont dûs
être optimisés.
Pour calibrer les autres étages, si avec la méthode 2.5D il est facile d'utiliser un
o�set de constante de décalage entre la simulation et la mesure, cela ne peut pas



146 La méthode MR-FDPF 3D.

Fig. 5.31 � Diagrammes de rayonnements de l'antenne Trendnet TEW-IA040
Omni.
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Fig. 5.32 � Couverture à l'étage 2 avec un indice n de dalle sous évalué.
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Fig. 5.33 � Couverture à l'étage 2 avec un indice n de dalle sur évalué.
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Fig. 5.34 � Couverture à l'étage 2 avec un indice n=2.1.

Tab. 5.4 � Résultats de calibration des indices n et α des dalles de séparation
des étages.

dalle1 dalle2
n = 2.1, α = 0.89 n = 2.1, α = 0.82

être appliqué au 3D où il n'y a qu'une unique constante de décalage globale.
Les valeurs des indices de dalles sont résumées dans le tableau 5.4. . Après cette
calibration l'erreur quadratique moyenne obtenue à l'étage 1 est de 5.1dB et celle
de l'étage 2 est de 5.8dB ce qui donne une erreur quadratique moyenne pour
l'ensemble des points des étages 1 et 3 de 5.4dB. La comparaison simulation-
mesures est tracée à la �gure 5.35.
En prenant en compte les points de tous les étages nous obtenons un RMSE de

4.8dB. La comparaison entre les mesures et les simulations de tous les points est
representée à �gure 5.36.

Les résultats permettent de véri�er que la puissance de signal est plus élevée à
l'étage 1, qu'à l'étage 3. C'est pourquoi la valeur du coe�cient α de la dalle 1 est
plus élevée que celle de la dalle 2, ce qui revient à dire que la dalle 2 absorbe plus
que la dalle 1. Nous avons interprété ces résultats par le fait que le plafond de
l'étage 2 est un double plafond (présence de plaques d'isolation), contrairement
à celui de l'étage 1.
De plus un autre facteur peut être la forme du diagramme d'antenne (voir �gure
5.31) : en e�et les lobes dans le plan vertical semblent rayonner plus d'énergie
vers le bas que vers le haut. On remarque que pour le bâtiment considéré la
méthode MR-FDPF3D ne donne pas un meilleur résultat que la méthode 2.5D.
Les points donnant le plus d'erreurs sont ceux des autres étages quand la source
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est loin ce qui nous fait penser que cette erreur est dûe à la non prise en compte
du diagramme d'antenne, et l'approximation due au pas de résolution de 50cm.

5.6 Conclusion et perspectives sur cette méthode.

La contribution de ce chapitre de thèse est l'extension en 3D de la méthode
MR-FDPF[89]. Nous avons vu que la méthode MR-FDPF 2D s'étend assez na-
turellement en 3D en ajoutant deux nouveaux �ux selon l'axe vertical. La di�é-
rence majeure réside dans l'augmentation importante de la mémoire nécessaire
au stockage des matrices, la taille des �ux de bords devenant importante. Les
optimisations proposées nous ont permis de réaliser des simulations au pas de
discrétisation de 50cm sur l'immeuble du CITI. Les résultats sont intéressants et
du même ordre de précision que la méthode 2.5D. On peut donc en déduire que
pour la con�guration proposée (un bâtiment multi-étages et une antenne rayon-
nant principalement dans le plan horizontal) la méthode 2.5D est probablement
su�sante.
Il n'est sera pas de même pour les bâtiments d'autres types, c'est pourquoi, pour
évaluer plus précisément la méthode MR-FDPF3D d'autres campagnes de me-
sures devraient être réalisées dans des bâtiments avec beaucoup d'espace libre
selon l'axe vertical.
De plus, un modèle pour simuler des diagrammes d'antennes en 3D pourrait être
introduit pour mieux prendre en compte la réalité des antennes. Cette méthode
laisse entrevoir selon nous de grandes perspectives en terme de simulation en 3D
d'environnements très complexes, car le temps de calculs et la mémoire requise
ne dépendent pas du contenu de l'environnement (donc du nombre de murs par
exemple). Il faudra à l'avenir se concentrer sur la réduction des matrices de re-
tour de �ux et des matrices internes, en terme de stockage comme en terme de
calcul. C'est le dernier point dur qu'il reste à résoudre, pour obtenir une méthode
3D performante. Une fois ce problème résolu, on pourra alors s'intéresser à la
polarisation.
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Chapitre 6

Extensions à d'autres applications.

Au cours de cette thèse nous avons montré comment implémenter la méthode
MR-FDPF pour la simulation de la propagation des ondes WiFi. Nous avons souhaité,
dans cette dernière partie, montrer d'autres applications intéressantes pouvant être
abordées grâce à cette méthode. Trois applications sont présentées dans ce dernier
chapitre.
La première application présentée est en réalité plus une extension du modèle. Lors
de cette thèse nous montrons souvent qu'une possibilité pour réduire la complexité des
calculs est d'utiliser un pas de discrétisation spatial plus grand, ce qui nécessite une
calibration. Nous avons souhaité chercher jusqu'où il était possible d'augmenter ce pas
pour réduire la complexité, sans faire une approximation trop importante, et nous avons
montré qu'il était possible, en prenant un pas de 1m de traiter des zones urbaines. Nous
avons pu obtenir une erreur quadratique moyenne de 8dB entre la simulation et des
mesures e�ectuées en GSM sur la ville de Munich (scenario du COST231) ce qui laisse
entrevoir de bonnes perspectives pour l'utilisation de cette méthode en milieu outdoor.
La deuxième application concerne l'analyse des évanouissements non sélectifs en mileu
indoor. En e�et, la possibilité de réaliser des simulations à un pas de résolution spatial
de quelques centimètres, en prenant bien en compte la di�raction et les multiples
chemins, permet de faire des études de la distribution des puissances de réception. Pour
cela des petites images de la zone de couverture sont analysées, et les paramètres k de
la loi de Rice sont extraits à partir des distributions. Nous avons montré par la mesure
que les paramètres obtenus correspondaient bien à la réalité.
La dernière application concerne l'optimisation d'un réseau WiFi, par la résolution du
problème d'allocation des canaux pour une con�guration de réseau WiFi donnée. En
e�et, le nombre de canaux WiFi est limité, et les canaux voisins interfèrent entre eux.
Un algorithme Tabou avec une fonction de coût prenant réellement en compte les zones
de couverture de la méthode MF-FDPF a été proposé. Cette approche permet d'obtenir
des résultats bien plus intéressants que les approches usuelles de résolution par graphe
de voisinage.
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6.1 Simulation de la propagation en milieu out-

door.

6.1.1 Positionnement du problème.

Les méthodes de type lancer de rayon sont fréquemment utilisées pour la si-
mulation de la propagation en milieu urbain [25]. Quand le nombre de bâtiments
devient élevé le nombre de facettes à considérer est tel que la complexite aug-
mente beaucoup. Par contre un avantage de la méthode MR-FDPF est que sa
complexité ne dépend pas du nombre de facettes, mais seulement de la taille de
la matrice d'environnement initiale. Ainsi, contrairement aux méthodes géomé-
triques, le temps de calcul d'un environnement prend exactement le même temps,
qu'il soit vide, ou composé de nombreux bâtiments.
Nous avons souhaité tirer pro�t de cet avantage et adapter la méthode MR-FDPF
à la simulation en milieu urbain. Etant donné les ressources nécessaires pour ef-
fectuer des simulations en outdoor (environnements de plusieurs kilomètres) nous
nous limiterons au cas de la simulation en deux dimensions.
La question principale qui se pose et que nous avons souhaité aborder est donc
de savoir jusqu'où pouvons nous aller dans l'approximation faite de travailler à
une fréquence arti�cielle de simulation pour réduire la taille de l'environnement.

6.1.2 L'environnement de test.

Notre objectif est de simuler des environnements urbains de l'ordre de quelques
kilomètres. Nous avons souhaité utiliser la méthode MR-FDPF pour calculer des
zones de couvertures pour un environnement de référence qui a été utilisé pour
évaluer les modèles de propagation par un projet européen. Cet environnement
de test est utilisé comme référence dans les publications [15, 48]. Ce projet euro-
péen, appelé COST231 [3], a réalisé di�érentes mesures dans la ville de Munich.
L'environnement mesure 2.4× 3.4 kilomètres. Pour cet environnement de test les
positions et dimensions des immeubles ainsi que leurs hauteurs ont été importées
dans notre logiciel. Trois di�érents parcours de mesures ont été e�ectués. Nous
nous sommes intéressés dans cet exemple à la route 0 (�chier route0) qui a été
représentée à la �gure 6.1. L'émetteur se situe à 13 mètres de hauteur, les mesures
réalisées ont éte faites à la norme GSM à 900MHz
L'environnement a été caractérisé grâce à trois matériaux :

� un absorbant sur les bords de l'environnement pour éviter les phénomènes
de retour.

� un matériau correspondant à l'air pour simuler l'espace libre
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Fig. 6.1 � Modélisation de l'environnement et tracé de la route du �chier route0
du COST 231.
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� un matériau correspondant aux cloisons pour représenter les murs des im-
meubles.

6.1.3 Résultats.

6.1.3.1 Complexité.

Pour respecter la condition de Chopard (dr = λ/6) et travailler à la fréquence
réelle de 900MHz le pas spatial de discrétisation devrait être de 5.5cm, il en
résulterait un HeadNode d'environ 62000×44000 pixels ce qui est beaucoup trop
élevé. A un facteur d'échelle près, nous retrouvons donc le même compromis à
faire qu'en Indoor. Nous avons choisi de faire des simulations aux pas de 3 mètres
et de 1 mètre. Si ces pas semblent assez petits à l'échelle d'une ville entière (les
logiciels de Ray Tracing ont généralement une résolution spatiale plus grande),
il en résulte en réalité une grande approximation par rapport aux 5.5cm requis.
Les temps de calcul et la mémoire nécessaire sont résumés dans le tableau 6.1.
Pour respecter les conditions initiales de faible temps de simulation nous voyons

Tab. 6.1 � Mémoire et temps de calculs nécessaires suivant le pas de discretisation.

dr taille environnement t prétraitement t propagation taille de la pyramide
3m 1134 X 800 pixels 3min 3s 600Mo
1m 3400 X 2400 pixels 30min 12s 3.5Go

qu'il n'est pas raisonnable de travailler avec un pas de discrétisation plus �n. De
plus les besoins en mémoire deviendraient trop importants pour pouvoir e�ectuer
les calculs sur une machine standard.
Il est intéressant d'utiliser la propriété des blocs homogènes qui permettent d'ob-
tenir un moyennage de la puissance dans des plus grandes zones. En e�et, comme
on travaille à fréquence arti�cielle, le fait de faire un moyennage sur des plus
grandes zone permet de réduire l'approximation.
La �gure 6.2 représente la zone de couverture obtenue à la résolution homogène
pour l'environnement de test au pas spatial de 1m.

6.1.3.2 Calibration.

La calibration des matériaux a été appliquée sur les simulations au niveau
des blocs homogènes [93]. Les indices de matériaux obtenus sont illustrés dans la
table 6.2.
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Fig. 6.2 � Couverture obtenue à la résolution des blocs homogènes pour un pas
de discrétisation, du bleu(-200dBm) au rouge (-60dBm) dr = 1m.
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Les résultats obtenus entre mesure et simulation nous donnent une RMSE de

Tab. 6.2 � Paramètres des matériaux après calibration

X αair nair αwall nwall
RMSE 0.9965 1 1 5.6

10.5dB pour dr = 3m et une RMSE de 8dB pour dr = 1m. Les comparaisons
correspondantes sont représentées aux �gures 6.3 (dr = 3m) et 6.4 (dr = 1m).
Les résultats obtenus con�rment que lorsque l'approximation de fausse fréquence

Fig. 6.3 � Tracé en dBm des mesures et des simulations le long de la route pour
un pas de discretisation dr = 3m.

devient trop grande, l'erreur devient trop importante. En particulier on remarque
que pour les points de mesures éloignés de l'émetteur l'erreur est trop importante
quand le pas de discrétisation est de 3m. Par contre au pas de discrétisation de
1m une erreur quadratique moyenne de 8dB est un résultat qui semble convenable
compte tenu du temps de calcul. En e�et, une fois le pré-traitement e�ectué, la
propagation ne dure que quelques secondes, ce qui pourrait être intéressant pour
faire de la plani�cation par exemple.

6.1.4 Conclusion.

La méthode MR-FDPF peut tout à fait s'adapter à des environnements out-
door, mais nécessite de faire une approximation pour diminuer la taille de la
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Fig. 6.4 � Tracé en dBm des mesures et des simulations le long de la route pour
un pas de discretisation dr = 1m.

matrice d'environnement. Cette approximation atteint probablement ses limites
quand on utilise un pas de l'ordre du mètre, et pour améliorer la précision des
simulations, il faudrait faire appel à des machines plus puissantes pour pouvoir
travailler à une résolution plus �ne.
Par contre, comme cette complexité ne dépend pas de la quantité d'obstacles,
cette approche semble intéressante pour les zones urbaines denses [93]. Ainsi, une
perspective intéressante serait probablement le développement de modèles hy-
brides : MR-FDPF dans les zones très denses (urbain), et tracé de rayon dans les
zones plus vastes constituées surtout d'espace libre (rural).
Dans cette section nous avons souhaité augmenter le pas de discrétisation au
maximum. Dans la section suivante, nous utilisons la fréquence réelle et un pas
très �n de simulation, a�n d'étudier la distribution des puissances.
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Fig. 6.5 � Agrandissement sur une partie de carte de couverture du CITI.

6.2 Caractérisation des évanouissements non sé-

lectifs en environnement indoor.

6.2.1 Intérêt d'une telle caractérisation.

6.2.1.1 Avantage de la méthode MR-FDPF.

Un grand avantage de la méthode MR-FDPF est de pouvoir, lorque le pro-
blème est considéré en deux dimensions, réaliser des simulations à un pas de
résolution spatiale très �n. Dans le cas de bâtiments multi-étages comme le labo-
ratoire CITI, nous avons montré que les phénomènes physiques de ré�exion dans
le plan horizontal sont prépondérants. Donc, le fait de pouvoir simuler à fréquence
réelle, nous permet d'avoir une cartographie �ne (tous les 2cm en WiFi). De plus,
contrairement aux méthodes géométriques, toutes les ré�exions sont bien prises
en compte, ce qui réduit les approximations. Nous allons donc nous intéresser ici
à l'analyse du champ complexe simulé. Par exemple la �gure 6.5 nous montre un
agrandissement d'une partie de carte de couverture à 2cm du laboratoire CITI.

6.2.1.2 Les causes des évanouissements.

Les évanouissements (ou encore fading) sont des phénomènes qui a�ectent un
canal radio en présence de multiples chemins. Il sont donc particulièrement pré-
sents dans les environnements complexes comme l'Indoor. Il sont dûs au fait que
le signal résultant en un point de l'environnement est la somme des échos qui
passent par ce point, et ces échos peuvent avoir des perturbations.
Ces dernières années, avec les recherches e�ectuées sur les systèmes multi-antennes
de types MIMO, de nombreux modèles ont été développés pour essayer de modè-
liser les e�ets des évanouissements [9]. En e�et les performances de ces systèmes
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et les traitements à e�ectuer dépendent beaucoup du type d'évanouissements de
l'environnement. Des modèles ont étés développés, citons notamment les modèles
de l'ITU, ETSI ou 3GPP [45], ou encore ceux des groupes de recherche européen
COST259 [77, 26] et COST273 [4].
Deux types d'évanouissements peuvent être distingués :

� L'e�et de masque (encore appelé shadowing), qui a lieu quand un gros obs-
tacle vient se placer devant l'emetteur, d'où des échos principaux fortement
a�aiblis, ce qui provoque un fort a�aiblissement du signal.

� L'évanouissement non sélectif qui provoque des a�aiblissements : en e�et
à cause des échos qui subissent di�érents déphasages les sommes de ces
champs sont parfois constructives ou destructives d'où un canal radio qui
varie.

Pour les réseaux WiFi et parce que l'environnement est complexe les phénomènes
d'évanouissements non sélectifs sont prépondérants. Ainsi, à cause des dépha-
sages, en un point donné un signal complexe varie toujours autour de sa valeur
principale. La fonction de distribution de l'amplitude du signal caractérise le type
d'évanouissement.
Les évanouissements peuvent a�ecter de manière importante la qualité des com-
munications. C'est pourquoi des techniques de traitement d'antennes sont utilisées
(récepteur multi-voies) pour compenser leurs e�ets. Mais, pour être e�caces, ces
méthodes nécessitent une connaissance précise du type d'évanouissement [123].

6.2.1.3 Di�érents types d'évanouissements.

Plusieurs types de fonction de distributions permettent de déterminer le type
d'évanouissement [70, 8]. Nous ne les détaillerons pas toutes ici mais notons que
la fonction de Rice permet, par son paramètre k, de déterminer le type d'éva-
nouissement. Le fonction de Rice caractérise une distribution des puissances pour
lesquelles des faibles composantes de signal viennent se superposer à la compo-
sante principale d'amplitude s. L'amplitude r de la composante résultante varie
donc selon la loi de probabilité de Rice :

P (r) =
r

σ2
· exp(−r

2 + s2

2σ2
) · I0(

r · s
σ2

) (6.1)

avec I0 la fonction de Bessel modi�ée de première espèce et d'ordre 0.
Le paramètre k de la fonction de Rice est dé�ni par :

k =
s2

2 · σ2
(6.2)

Dans le cas où la composante principale s est nulle on a alors k = 0 et la fonction
de Rice devient une fonction de Rayleigh dé�nie par :

P (r) =
r

σ2
· exp(−r

2

2σ2
) (6.3)
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Le fait de déterminer la paramètre k permet donc de caractériser la canal pour
savoir s'il est plutôt de type Rayleigh (k proche de 0) ou de type Rice (k plus
important).

6.2.2 Caractérisation des évanouissements.

Il a été montré dans [5] que le paramètre k peut être estimé à partir d'échan-
tillons de mesures grâce à la formule :

k =

√
1− σ2

ω2

1−
√

1− σ2

ω2

(6.4)

avec ω = E(r2).

6.2.2.1 Simulation des évanouissements.

Pour tracer les distributions obtenues par la simulation, des petites images des
zones de couvertures sont extraites, et l'histogramme des amplitudes est tracé. Les
zones à analyser sont choisies parmi les blocs homogènes de l'environnement car
elles correspondent à des zones d'espace libre comme des pièces, donc des zones où
le type d'évanouissement devrait être assez homogène. Dans ces blocs homogènes,
des zones de 31×31 pixels de la couverture à la résolution maximale sont extraites.
La résolution de la simulation étant de 2cm, ces zones extraites correspondent
donc à des échantillons de la zone de couverture d'environ 60 × 60cm. La �gure
6.6 représente la carte de couverture globale étudiée, et la �gure 6.7 les images
extraites pour les points A et B tracées en dB. Ces travaux sont publiés dans [29].

Fig. 6.6 � Carte de couverture étudiée, position de l'émetteur (E), et emplace-
ments des points de tests (A,B,C,D).
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Fig. 6.7 � Images des puissances simulées en dBm centrées autour du point A
(a) et du point B (b).

Les distributions des points A et B ont été tracées à la �gure 6.8, ainsi que
les fonctions mathématiques de distributions s'en approchant le plus (points A :
Rice, Point B : Rayleigh). Ces distributions théoriques correspondantes ont été
obtenues grâce à l'outil "`distributive �tting tool"' du logiciel Matlab.

Fig. 6.8 � Distributions des amplitudes simulées. (a) :distribution au point A, et
courbe de Rice Approximée, (b) :distribution au point B, et courbe de Rayleigh
Approximée.

6.2.2.2 Mesure des évanouissements.

Les mesures réalisées par la plateforme radio en mode harmonique pour l'adap-
tation de la méthode à la simulation des WLAN nous ont permis d'avoir environ
200 échantillons de mesures par point. Pour la réalisation de ces mesures un
déplacement lent et circulaire de l'antenne a été réalisé pendant une minute le
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long d'un cercle d'environ 60cm de diamêtre. Ceci permet d'avoir un ensemble
de points correspondant aux zones étudiées par la simulation, et ainsi faire un
moyennage des phénomènes physiques.
Les histogrammes de ces mesures ont donc été tracés pour les mesures corres-
pondant aux deux points précédemment simulés. La �gure 6.9 nous montre les
résultats obtenus.
Ainsi, autant par la simulation que par la mesure, on observe au point A une
distribution de Rice, et au points B une distribution de Rayleigh.

Fig. 6.9 � Distributions des amplitudes mesurées. (a) :distribution au point A, et
courbe de Rice Approximée, (b) :distribution au point B, et courbe de Rayleigh
Approximée.

Nous avons alors, grâce à la formule 6.4, estimé les valeurs de k pour les points
de simulation et les mesures ; les résultats sont présentés dans le tableau 6.3 pour
les 4 points d'analyse. On véri�e bien les résultats précédents à savoir que le

point A B C D
mesure 1.697 0.624 0.396 1.55

simulation 1.689 0.482 0.533 0.356

Tab. 6.3 � Paramètres k estimés pour les 4 points de test.

point B suit une loi de Rayleigh (car k est proche de 0) alors qu'en A une petite
composante principale est observée.
Les valeurs obtenues de k semblent du même ordre de mesure sauf pour le point D
où la di�erence est importante. Pour tester l'in�uence de la variation du paramètre
k sur la courbe de distribution globale, nous avons tracé sur les mêmes courbes
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les distributions théoriques de Rice correspondant aux deux valeurs de k (mesure
et simulation). Ces courbes sont représentées à la �gure 6.2.2.2 pour les points
A,B,C et D.

Ces résultats nous montrent que, pour les points A, B, C les distributions
mesurées et théoriques sont similaires. Notons que ces résultats sont intéressant
étant donné la grande part de phénomènes aléatoires dans ces évanouissements.
Pour le point D la di�érence est signi�cative. Nous expliquons cet écart par le
fait que l'image extraite en D (voir �gure 6.6) se trouve au milieu entre un rayon
di�ractant venant de la porte et les ré�exions dans la porte, d'où probablement
des évanouissements de types di�érents suivant les zones de l'image.

6.2.3 Conclusion.

Nous avons pu véri�er qu'en travaillant à fréquence réelle la méthode MR-
FDPF permettait de caractériser le type d'évanouissement non sélectif, et que les
résultats obtenus peuvent être véri�és par la mesure. Cette caractérisation peut
être très utile, en particulier dans le but de vouloir utiliser des algorithmes de
traitement d'antennes sur des récepteurs MIMO.
Si nous avons vu que travailler à un pas de résolution �n permettait de caractéri-
ser précisement le canal, il n'en est probablement pas de même lorsque pour des
simulations à un pas de résolution trop élevé par rapport à la longueur d'onde
réelle. Malgré tout, travailler à un plus grand pas nous a permis d'avoir des résul-
tats de précision de la puissance du signal simulée de l'ordre de quelques décibels,
car travailler à un pas plus élevé revient à faire un moyennage des évanouisse-
ments.
Dans la partie suivante, nous allons présenter le logiciel de plani�cation WiFi dé-
veloppé par l'entreprise Sygmum et les optimisations implémentées pour plani�er
un réseau WiFi.

6.3 Plani�cation de réseau WiFi.

6.3.1 Problématique.

Le but d'un logiciel de plani�cation WiFi est d'aider un installateur à déployer
de façon optimale son réseau. Donc, ce type de logiciel doit permettre à l'utilisa-
teur d'atteindre ses deux buts principaux : gagner du temps lors des installations,
et minimiser le nombre de points d'accès.
Pour une personne ne disposant pas d'outil d'aide au déploiement de réseau, l'ins-
tallation d'un réseau est une tâche assez lourde, surtout quand les zones à couvrir
sont importantes. En e�et une approche fréquente pour les installateurs consiste
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(a) point A. (b) point B.

(c) point C. (d) point D.

Fig. 6.10 � Distributions théoriques de Rice correspondant aux valeurs de k
mesurées et simulées pour les 4 points de test.
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à placer des points d'accès et chercher à l 'aide de leurs ordinateurs équipés de
cartes WiFi la limite de zone de couverture, pour savoir où placer les points
d'accès suivants. Cette démarche n'est pas optimale car :

� soit elle tend à utiliser un nombre trop elevé de points d'accès en créant des
recouvrements importants des zones de services entre eux, ce qui engendrera
des di�cultés lors de la phase d'allocation des canaux pour chaque point
d'accès, d'où la création d'interférence.

� soit elle tend à ne pas couvrir certaines zones pour lesquelles l'installateur
n'a pas fait de mesure de signal.

De plus, le temps de réalisation de campagnes de mesures précises peut être très
long.
En�n, pour une société le but est de minimiser le nombre de points d'accès pour
réduire le coût d'installation.

Le contexte de cette thèse CIFRE dans la société Sygmum étant de développer
un logiciel de plani�cation de réseau WiFi, nous avons souhaité implémenter des
méthodes d'optimisation prenant en compte les zones de couverture calculées
et testant un grand nombre de paramètres des points d'accès automatiquement,
pour en déduire une con�guration optimale.
La méthode MR-FDPF est bien adaptée pour cette tâche, car comme nous l'avons
vu dans les parties précédentes, elle permet d'obtenir des cartes de couverture
précises, et le temps de calcul de la phase de propagation est très court. Quelques
méthodes proposées dans la littérature proposent d'optimiser les positions des
émetteurs dans un environnement indoor. La seule à notre connaissance, utilisant
une méthode discrète, est celle développée par [27]. Dans cet article un modèle
TLM est utilisé pour optimiser la position des émetteurs.

Devant la complexité et le nombre de paramètres à prendre en compte pour
optimiser un réseau WiFi, nous avons souhaité e�ectuer une plani�cation de ré-
seau en deux temps :

� La première optimisation est basée sur les travaux de thèse de Ja�rès-Runser
[95] et consite à optimiser la position des points d'accès en prenant en
compte plusieurs fonctions de coût d'où une approche multi-objectifs. Nous
allons brièvement résumer ses travaux de thèse.

� La deuxième optimisation est une extension que nous proposons dans cette
thèse et qui permet de faire une allocation automatique des canaux des
points d'accès. [90]

Ces deux approches de plani�cation vont être présentées dans les deux para-
graphes qui suivent.
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6.3.2 Placement automatique de points d'accès.

6.3.2.1 Les paramètres des points d'accès.

Dans cette approche, on considère l'utilisation d'un seul modèle de point d'ac-
cès, et on cherche à minimiser le nombre de ces points d'accès N , tout en opti-
misant pour chacun d'eux les 3 paramètres suivants :

� la position.
� la puissance d'émission.
� la direction d'émission si l'antenne est directionnelle.

L'approche choisie est combinatoire, c'est à dire que chacun des paramètres à
optimiser peut prendre un nombre �ni de valeurs.
Pour choisir les positions candidates des points d'accès, la méthode consiste à
utiliser les centres des plus gros MR-nodes homogènes inférieurs à une certaine
dimension. En e�et, il a été montré que, tester une position de point d'accès par
pièce (ou éventuellement plus dans les très grandes pièces) était su�sant pour
faire une plani�cation e�cace.
Les valeurs de puissance d'émission candidates en dBm sont prises dans l'espace
{13, 14, 15, 16, 17} pour les points d'accès à puissance réglable, car ces valeurs
correspondent à des réglages usuels. Pour les points d'accès à puissance �xe le
paramètre de puissance n'est bien entendu pas optimisé.
En�n, pour les points d'accès non omnidirectionnels, la direction de l'antenne
est aussi optimisée mais son espace a été réduit aux 4 directions cardinales de
l'espace {E,W, S,N}, pour ne pas trop accroître la complexité.

6.3.2.2 Les fonctions à optimiser.

Le problème de plani�cation est NP complet, il faut donc faire appel à des mé-
thodes heuristiques pour minimiser une fonction de coût traduisant les pénalités
de l'état du système. Ainsi, une solution parfaite aurait une fonction de pénalité
après optimisation de 0. La méthode Tabou a été choisie et implémentée [95].
Plusieurs fonctions de coût ont été dé�nies :

La fonction de coût de couverture : Cette fonction a pour but d'assurer
une puissance de réception supérieure à un certain seuil. Si on appelle FBS la
valeur moyenne de la puissance du bloc honmogène de puissance la plus élevée
(Best Server), Smin le seuil de puissance permettant d'avoir le débit minimum, et
Smax celui permettant d'avoir le débit maximal, la fonction de coût fcouverture est
dé�nie par :
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fcouverture =


0 si FBS > Smax
|Smax − FBS| si Smin < FBS < Smax
|Smax − Smin| si FBS < Smin

(6.5)

La fonction de coût d'interférence : Pour minimiser les interférences il est
proposé de réduire les recouvrements entre les cellules adjacentes. Il faut donc
s'assurer que la puissance de l'interférent potentiel le plus fort F h+1 (c'est à
dire le point d'accès ayant la puissance la plus élevée après le Best Server) soit
inférieure au niveau de bruit N .

finterfrence =


0 si F h+1 < N
|Smax − F h+1| si N < F h+1 < Smax
|Smax −N| si F h+1 > Smax

(6.6)

La fonction de coût de débit réel ou QoS : En�n, un critère de qualité
de service permet de prendre en compte le nombre d'utilisateurs et les débits
souhaités dans les di�érentes zones de l'environnement. Il est dé�ni par :

fQoS = max(ds − du, 0) (6.7)

où ds est le débit souhaité dans le bloc homogène considéré, et du est le débit utile
obtenu en tenant compte du nombre d'utilisateurs, estimé en faisant le rapport
entre le débit total et le nombre d'utilisateurs [95].

6.3.2.3 L'optimisation.

Les fonctions de coût précédentes sont concurentes entre elles. Ainsi, par
exemple, optimiser la couverture va augmenter les interférences et vice versa.
Les di�érentes fonctions de coût ne peuvent donc pas être optimisées séparément.
Deux approches sont donc possibles :

Approche mono-objectif : Dans cette méthode une nouvelle fonction de coût
f est développée. Elle est égale à la somme des fonctions de coût auxquelles des
poids αi peuvent être donnés pour favoriser telle ou telle fonction :

f = α1 · fcouverture + α2 · finterference + α3 · fQoS (6.8)

Approche multi-objectifs : Le but est ici d'optimiser tous les paramètres
en parallèle. Pour cela il a été montré que chaque problème multi-objectifs a un
ensemble de "bonnes" solutions qui constitue un front de Pareto. Ce front de
Pareto constitue l'ensemble des solutions non dominées qui peut être recherché
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Fig. 6.11 � Ensemble des solutions du front de Pareto (points bleus) et solutions
choisies étoiles rouges - Extrait de "Méthodologies pour la plani�cation de réseaux
sans �ls", Thèse de K. Ja�res-Runser, 2005, INSA-Lyon [95].

par une méthode tabou [95]. La �gure 6.11 montre un exemple de front de Pareto
obtenu avec les trois fonctions de coût dé�nies précédemment. Cette approche
multi-objectifs est performante car, comme plusieurs objectifs concurents doivent
être atteints, elle ne propose pas une solution unique, mais plutôt l'ensemble des
meilleures solutions. C'est alors l'installateur qui doit choisir, en parcourant cet
ensemble, quelle est la solution qui répond le mieux à ses exigences.

Nous avons pu véri�er au cours des installations de réseaux de la société Syg-
mum que l'approche mono-objectif n'était pas su�sante, car elle fournit une seule
solution qui est souvent di�cilement exploitable, et ne correspond pas toujours
aux l'objectifs requis (par exemple : une bonne couverture mais beaucoup trop
de points d'accès, ou encore peu d'interférences mais des débits faibles...). C'est
pourquoi l'approche multi-objectifs a été implémentée pour faire de bonnes pla-
ni�cations de réseaux WiFi, où l'utilisateur �nal aura toujours le choix entre
plusieurs con�gurations.

Comme le temps de recherche de solutions optimales dépend de l'ordre de la
fonction, donc du nombre de paramètres à optimiser, le problème de l'allocation
des canaux n'a pas été implémenté dans cette optimisation. C'est pourquoi, pour
réduire la complexité, une approche en deux temps nous a semblé plus percutante.
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De plus, grâce à la fonction de coût finterference qui minimise les recouvrements
entre zones de services, donc les interférences potentielles, la con�guration des
positions des points d'accès obtenue, devrait permettre de pouvoir e�cacement,
dans un deuxième temps, a�ecter les fréquences. C'est pourquoi, une fois l'opti-
misation générale des positions, puissances d'émission, et directions des antennes
e�ectuée, nous avons souhaité résoudre le problème des canaux dans un deuxième
temps. C'est l'extension que nous proposons dans le paragraphe suivant.

6.3.3 Extension proposée : optimisation de l'allocation des
canaux.

Le problème de l'allocation des canaux est primordial en WiFi en particulier
pour les normes 802.11b et g où les canaux se chevauchent. Nous avons souhaité
tirer partie de la méthode MR-FDPF pour implémenter une méthode e�cace de
recherche de la meilleure con�guration de canaux pour des positions de points
d'accès �xées. Ce problème est fréquemment nommé FAP (Frequency Allocation
Problem). Di�érentes approches peuvent être trouvées dans la littérature pour
résoudre le problème du FAP : [69]

� Maximum Service FAP (MS-FAP) : Maximiser le nombre de canaux pour
minimiser les interférences.

� Minimum Order MS-FAP : pénaliser l'usage de certaines fréquences pour
utiliser un nombre minimal de canaux.

� Minimum Span MS-FAP : minimiser la largeur de bande en minimisant
l'écart entre le canal le plus faible et le plus élevé.

� Minimum Interference MI-FAP : minimiser les interférences en maximisant
l'écart entre les canaux des émetteurs proches.

� Fixed Spectrum FS-FAP : minimiser les interférences en maximisant l'écart
entre les canaux et en utilisant un nombre limité de canaux.

Dans le cas de 802.11 nous sommes donc dans le dernier cas (FS-FAP) et il va
falloir trouver la meilleure con�guration sachant que le nombre de canaux est
limité à 13.

6.3.3.1 Une approche courante : représentation en graphe.

Le problème du FS-FAP est souvent représenté par un graphe avec des noeuds
représentant les émetteurs et des arcs représentant les émetteurs voisins [75, 110].
Des poids sur les arcs représentent la fonction de coût qui traduit le recouvrement
des canaux. Le but est alors de minimiser la fonction de coût totale égale à la
somme des coûts des arcs. Ainsi par exemple [88] propose de relier par un arc
deux émetteurs A et B, si l'un des deux est dans la zone de détection de porteuse
de l'autre.
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Fig. 6.12 � Trois cas d'interférences.

La représentation en graphe s'assimile à un problème de coloriage de graphe
(deux noeuds reliés entre eux doivent avoir des canaux di�érents) sachant que
la distance entre canaux doit être maximisée, étant donné le recouvrement des
canaux adjacents.

Le coût Ce de chaque arc e est alors donné par :

Ce = GAP −De if De < GAP

Ce = 0 if De ≥ GAP
(6.9)

où De représente l'écart entre les canaux de la solution courante et GAP l'écart
minimal souhaité pour qu'il n'y ait pas d'interférences. Dans le cas de 802.11b, il
faut un écart de 4 entre les canaux pour n'avoir aucun recouvrement entre ceux ci,
donc GAP = 4. La fonction de coût totale Cref est alors la somme des fonctions de
coût de tous les arcs. Le problème étant NP-complet di�érentes méta-heuristiques
(gradient, recuit simulé, algorithme génétique...) ont été utilisées pour minimiser
cette fonction [42, 41, 75]. Néanmoins il semble que la résolution par un algorithme
de type tabou soit une solution e�cace [110].

6.3.3.2 Résolution du problème de FAP avec MR-FDPF.

Nous avons souhaité pro�ter de la précision des cartes de couverture calculées
par la méthode MR-FDPF, pour implémenter dans notre logiciel une méthode de
résolution du problème de FAP plus e�cace.

La modélisation des interférences : Il faut distinguer trois types principaux
d'interférences représentés à la �gure 6.12

� a : Un point d'accès se situe dans la zone de service d'un autre.
� b : Les zones de services des points d'accès se recouvrent.
� c : Un mobile interfère avec les zones de services des émetteurs.

Les MR-nodes de la méthode ParFlow vont nous être utiles pour dé�nir une
modélisation plus précise du problème de FAP. En chaque MR-node l le rapport
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Tab. 6.4 � Seuils de débits utilisés.

SNR débit
-92 dBm 1 Mbps
-89 dBm 2 Mbps
-85 dBm 5.5 Mbps
-80 dBm 11 Mbps

signal sur bruit (SNR) est donné par :

(SNRl)mW =
(FBS

l )mW
(P n)mW

(6.10)

FBS
l est la puissance du signal reçu du point d'accès Best Server et P n le niveau

de bruit moyen. Dans le cas du 802.11b P n = −92dBm. SNRl représente donc
le rapport signal sur bruit théorique maximal que l'on peut obtenir si le point
d'accès Best Server n'interfère pas avec d'autres. Etant donné un niveau de signal
donné on peut en déduire (en utilisant les seuils fournis par la norme 802.11) le
débit théorique correspondant Dth

l . Ainsi par exemple, pour le 802.11b ils sont
résumés dans le tableau 6.4.
De plus, étant donné une con�guration donnée de canaux, le rapport signal sur
interférent plus bruit (SINR) en un MR-node donné l est donné par :

(SINRl)mW =
(FBS

l )mW
(P n)mW + (PIl)mW

(6.11)

(PIl)mW est la puissance totale des NI signaux interférents et est donné par :

(PIl)mW =

NI∑
i=1

ν(cBS, ci).[F
i
l ]mW (6.12)

ν(|cBS − ci|) est le facteur de réjection du à la distance entre canaux.
La table 6.5 donne la valeur du facteur de réjection ν(|cj − ci|) en dB suivant
l'écart entre les canaux. Ces valeurs de facteur de réjection reviennent à dire que,
plus l'écart entre les canaux de deux points d'accès est élevé, moins le rapport de
puissance entre eux n'a besoin d'être élevé, et à partir de 4 canaux de di�érence,
il n'y a plus du tout d'interférence. Ces valeurs sont déduites à partir des spectres
des canaux [90].

Fonction de coût choisie : Pour une solution donnée d'allocation de canaux,
on peut en déduire le débit réel en chaque MR-node Da

l en utilisant les seuils du
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n = |cj − ci| 4 3 2 1 0
P(n) for 802.11b 0 dB 2.25 dB 5.25 dB 9.9 dB 29.8 dB
P(n) for 802.11g 0 dB 3.9 dB 6.9 dB 12 dB 25.5 dB

Tab. 6.5 � facteur de réjection P (n) en fonction de l'écart n = |cj − ci| for both
802.11b and 802.11g.

tableau 6.4. Un assignement de canaux parfait permettrait d'avoir dans tous les
MR-nodes un débit réel Da

l égal au débit théorique Dth
l

Nous avons alors dé�ni la notion de MR-node brouillé : Un MR-node est dit
brouillé si Da

l < Dth
l , c'est à dire si le débit calculé, est inférieur au débit qu'il

serait possible d'atteindre s'il n'y avait aucune interférence.
Lorsque l'on souhaite minimiser les interférences dans une zone de l'environne-
ment, la recherche d'une bonne solution d'allocation de canaux revient à minimi-
ser dans cette zone la surface totale des MR-nodes brouillés. Si on appelle Atotal
la somme des surfaces de MR-nodes homogènes (donc la surface de l'environne-
ment) et AI la somme des surfaces des MR-nodes brouillés, alors la fonction de
coût CQoS à minimiser est :

CQoS(S) = AI/Atotal (6.13)

Algorithme de minimisation implémenté : Les éléments clés de l'algo-
rithme tabou implémenté sont décrits dans ce paragraphe.

� Une solution : Pour un nombre N de points d'accès, une solution s est
dé�nie par :

s = [C1, C2.....CN ] (6.14)

avec Ci representant le canal au point d'accès i. A chaque itération la fonc-
tion de coût est calculée avec la formule 6.13

� Un voisinage : Une solution s′ est voisine de s si un seul canal Ci di�ère
entre s et s′

� Une liste Tabou : Elle est dé�nie par un vecteur contenant les dernières
solutions. Cette liste est importante car elle permet d'éviter d'aller vers des
minima locaux, en forçant l'algorithme à s'éloigner vers d'autres solutions
pour agrandir son espace de recherche. Il a été montré dans [88] que tra-
vailler avec une liste Tabou de longueur variable permettait d'améliorer les
performances de l'algorithme. Nous avons donc choisi une liste de longeur
T , la valeur T étant tirée au hasard entre Tmin et Tmax à chaque ité-
ration. Nous avons pris, comme recommandé dans [21], Tmin = N/5 et
Tmax = N/2, N étant le nombre de points d'accès considérés.
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X FAP référence FAP proposé
Cref 37 −
CQoS 36.4% 0.6%

PSNR>10) 76.5% 99.9%

Tab. 6.6 � Comparaison entre la fonction de coût de référence, et celle proposée,
pour un environnement de 12 points d'accès.

� Un critère de �n : l'agorithme est stoppé lorsque l'un des critères suivants
est atteint :
� Le nombre maximal d'itérations est atteint.
� Le nombre maximal d'itérations sans amélioration de la fonction de coût
est atteint.

� La fonction de coût calculée est égale à 0.

6.3.3.3 Résultats.

Nous avons implémenté dans notre simulateur un algorithme Tabou de mini-
misation pour la résolution du problème d'allocation des canaux et nous l'avons
testé avec deux fonctions de coût di�érentes :

� la fonction de coût dé�nie à l'équation 6.9 : Pour construire le graphe, 2
points d'accès sont reliés par un arc si l'un d'entre eux se trouve dans la
zone de service de l'autre. Cette approche permet de tester la représentation
graphique du problème de FAP.

� la fonction de coût dé�nie à l'équation 6.13. Cette approche est plus globale
car n'est pas basée sur le graphe, mais sur le calcul du pourcentage de
l'environnement brouillé.

L'environnement de test est un étage de l'hôpital Foch à Paris composé de 12
points d'accès 802.11b. Cet environnement est très intéressant pour tester les mé-
thodes de FAP, car le nombre de points d'accès est surévalué (débit requis pour
cette installation très haut), et aussi car la forme du bâtiment en F provoque de
nombreux recouvrements entre cellules.

La simulation de propagation a été faite en 2D à la résolution de 5cm. Les
résultats de l'allocation de canaux sont présentés dans le tableau 6.6.
La meilleure solution obtenue avec la méthode des graphes a une fonction de coût
Cref = 37, ce qui correspond à un coût CQoS = 36.4%, alors qu'avec la nouvelle
approche proposée, nous trouvons une solution à CQoS = 0.6%. En e�et, étant
donné que le nombre de points d'accès (12) est assez élevé, les recouvrements
des points d'accès entre eux sont importants, d'où une di�culté avec l'approche
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Fig. 6.13 � Canaux obtenus par l'approche basique et carte de SINR correspon-
dante.

Fig. 6.14 � Canaux obtenus par l'approche QoS et carte de SINR correspondante.

graphe de trouver une solution intéressante respectant les écarts de canaux. Par
contre, l'approche proposée, prend réellement en compte les zones de couverture,
donc minimise mieux les zones brouillées. La dernière ligne du tableau 6.6 repré-
sente, pour les solutions obtenues, le pourcentage de surface pour lequel le SNR
est supérieur à 10dB, ce qui correspond à un débit de 5.5Mbps.
Les �gures 6.13 et 6.14 représentent les solutions trouvées et les cartes de SINR
correspondantes, respectivement pour l'approche graphe et l'approche QoS.

Bien entendu, ce résultat d'allocation est seulement en lien descendant car il
ne tient compte que des points d'accès et non des utilisateurs qui ont aussi leurs
canaux et interfèrent aussi (cas c sur la �gure 6.12). Pour tester la qualité de
la solution obtenue sur le lien descendant, elle peut être évaluée sur un exemple
de con�guration d'utilisateurs. Pour cela 12 utilisateurs ont été tirés au hasard
dans le bâtiment. Les nouveaux SINR, en prenant en compte les canaux de ces
utilisateurs, peuvent être calculés. Les résultats sont présentés dans le tableau
6.7.
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lien FAP référence FAP proposé
montant 11% 1.5%

descendant 10% 0.5%

Tab. 6.7 � Pourcentage de l'environnement pour lequel PSNR<10.

Fig. 6.15 � Carte de SINR sur le lien montant obtenue avec l'approche de réfé-
rence.

Les résultats obtenus montrent aussi sur un exemple que la solution par l'ap-
proche QoS est plus intéressante. Les �gures 6.15 et 6.16 représentent les cartes
de SINR sur le lien montant dans les deux cas.

6.3.3.4 Conclusion.

La méthode proposée est intéressante car elle permet d'a�ecter les canaux
WiFi en tenant vraiment compte de la propagation des ondes [90]. Elle permet de
minimiser dans sa fonction de coût des interférences qui ne seraient pas modélisées

Fig. 6.16 � Carte de SINR sur le lien montant obtenue avec l'approche QoS.
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précisément dans une représentation en graphe du problème. Cette méthode a été
adaptée dans le logiciel de plani�cation et elle constitue un très bon complément
des méthodes implémentées pendant la thèse de Ja�res-Runser. Cette méthode
d'optimisation en deux temps est performante et de plus elle réduit la complexité
du problème.
Les travaux en cours de [38] proposent une optimisation globale de la position et
des canaux en parallèle. Il sera probablement intéressant de les comparer à ces
résultats.

6.4 Conclusion.

Dans cette partie nous avons proposé trois extensions permettant de mettre
en application la méthode MR-FDPF. La première contribution proposée est
l'utilisation de la méthode MR-FDPF pour simuler des zones urbaines. Cette
extension nécessite de faire une plus grande approximation lors de l'utilisation
d'une fréquence arti�cielle pour réduire la complexité. Néanmoins les résultats
obtenus sont prometteurs et nous pensons que la méthode MR-FDPF peut être
une bonne alternative aux méthodes de type Ray-Tracing, en particulier pour les
environnements urbains denses où la complexité de ces méthodes devient trop
élevée.
Nous avons ensuite montré que, du fait de la précision des simulations en 2D il
était possible de caractériser e�cacement l'évanouissement non sélectif en envi-
ronnement indoor. En e�et, comme toutes les ré�exions sont prises implicitement
en compte dans la méthode MR-FDPF, les résultats sont intéressants car ils cor-
respondent aux mesures réalisées [29]. Cette méthode pourrait donc être utilisée
pour aider à développer et optimiser les systèmes MIMO dont les performances
dépendent beaucoup de ces évanouissements non sélectifs.
Pour terminer nous avons présenté une méthode d'allocation des canaux WiFi
qui complémente bien les travaux de Ja�res-Runser. En e�et, dans sa thèse, elle
propose d'optimiser la position des points d'accès avec un critère d'interférence
qui minimise les recouvrements. Nous avons donc proposé de partir des solutions
obtenues par cette méthode, pour a�ecter dans un deuxième temps les canaux.
Ces travaux ont été publiés dans [90].
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Chapitre 7

Conclusion.

Cette thèse avait pour objet de présenter l'implémentation de la méthode MR-
FDPF (Multi Resolution Frequency Domain ParFlow) pour le calcul de zones de
couvertures en environnement complexe. Nous avons montré que, pour les envi-
ronnements indoor, il fallait faire appel à des méthodes déterministes. En e�et,
à cause des phénomènes de ré�exion et de di�raction qui sont prépondérants, on
ne peut pas simuler avec une précision su�sante la propagation des ondes dans
ces environnements sans prendre en compte les di�érents trajets.
Une première approche fréquente est l'utilisation des méthodes géométriques de
type lancer de rayon. Elles ont pour but d'essayer de calculer les di�érents rayons
qui se re�échissent sur les parois pour prendre en compte les ré�exions. Si la
complexité de ces méthodes les rend intéressantes pour la propagation indoor, il
n'en est pas de même lorsque l'on souhaite prendre en compte les phénomènes
de di�raction. En e�et, pour prendre en compte la di�raction avec ces méthodes,
chaque objet di�ractant (un coin de mur par exemple) devient à son tour une
source, ce qui augmente beaucoup la complexité.
D'autres approches, principalement utilisées pour faire du design d'antennes, sont
les méthodes discrètes de type FDTD. Elle permettent de résoudre les équations
de Maxwell, donc de prendre implicitement en compte les phénomènes de ré�exion
et di�raction. Par contre, elles nécessitent d'utiliser un pas spatial de discrétisa-
tion de l'environnement petit par rapport à la longueur d'onde, d'où une grande
complexité des calculs pour simuler de grands environnements, c'est pourquoi ces
méthodes ont été peu utilisées pour le calcul de couverture.
Une approche courante pour la simulation précise de couverture en milieu con�né
est souvent d'utiliser des méthodes géométriques, moins complexes, mais d'ajou-
ter des améliorations comme la théorie uniforme de la di�raction pour prendre
en compte la di�raction, d'où une forte hausse de la complexité. Dans cette thèse
nous avons proposé au contraire de partir d'une méthode discrète, très précise
mais complexe, et d'essayer de réduire sa complexité au maximum.
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La méthode MR-FDPF implémentée a été construite à partir de la formulation
dans le domaine fréquentiel de l'équation initiale des �ux partiels. Cette transpo-
sition dans le domaine fréquentiel ramène le problème à la résolution d'un système
linéaire. Une approche multi-résolution, grâce à la dé�nition de MR-nodes, per-
met de réduire la complexité. En e�et, au niveau des MR-nodes, regroupements
rectangulaires de noeuds standards de la méthode ParFlow, seuls les �ux de bords
sont nécessaires au calcul de la propagation. Cela permet donc, lors d'une phase
de pré-traitement, représentant la majorité de la complexité, de calculer des ma-
trices de di�usion, qui sont alors utilisées dans la phase de propagation qui est
très rapide. Nous avons pu véri�er que la méthode MR-FDPF avait les avantages
suivants :

� Une phase de pré-traitement unique, qui ne dépend pas de la position des
sources à propager.

� Une phase de propagation peu complexe, et dont la complexité peut encore
être réduite si, lors de la phase descendante, la propagation est arrêtée à un
niveau intermédiaire.

� Une prise en compte de la di�raction et de toutes les ré�exions sans limi-
tation contrairement aux méthodes géométriques.

� Une complexité qui ne dépend pas du nombre d'obstacles, mais seulement
de la taille de l'environnement après discrétisation à un certain pas spatial.

Dans la partie suivante nous avons adapté la méthode MR-FDPF à la simu-
lation de la propagation des ondes WiFi. Pour cela les paramètres de réglage du
simulateur doivent être judicieusement choisis. En particulier, quand la taille de
l'environnement augmente, ou seulement pour réduire la complexité, l'utilisation
d'un plus grand pas de discrétisation est nécessaire. Or, comme celui-ci doit être
petit devant la longueur d'onde, cela demande donc de simuler à une fréquence de
simulation arti�cielle, d'où une calibration des matériaux nécessaire (étant donné
que leurs indices dépendent de la fréquence). Comme la méthode est implémentée
en 2D, une approche originale de prise en compte de la propagation aux autres
étages a été proposée. Cette méthode, dite 2.5D, permet de prendre en compte
les �ux de l'étage courant, de les rétropropager aux autres niveaux, où ils rede-
viennent alors eux-mêmes des sources à propager. Cette approche est intéressante
pour les bâtiments multi-étages, car elle permet d'avoir une bonne précision (de
l'ordre de 4dB), sans faire appel à une méthode 3D trop complexe.
Comme les sources simulées avec la méthode ParFlow initiale sont omnidirec-
tionnelles, nous avons proposé une méthode de prise en compte des diagrammes
d'antennes, ce qui permet alors de simuler la propagation de points d'accès WiFi
réels, en prenant en compte le gain et l'ouverture.

Si l'approche 2.5D donne de bons résultats, elle ne peut pas simuler des bâ-
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timents pour lesquels les dimensions de hauteurs sont grandes (comme une gare,
un hall, ...), et dans ce cas l'approche 3D est nécessaire. La méthode MR-FDPF
a donc été implémentée en 3D, ce qui accroît beaucoup la complexité, car la taille
des matrices de propagation à considérer devient très grande. Deux optimisations
pour réduire la mémoire nécessaire ont été proposées : une première pour réduire
la taille de ces matrices en e�ectuant des décompositions en valeurs singulières de
celles-ci, et une seconde pour stocker les �ux de manière optimale. La méthode
MR-FDPF 3D a donné des résultats de précision du même ordre que la méthode
2.5D, mais nécessiterait d'être évaluée sur un bàtiment autre que multi-étages.
Mais pour cela, il sera probablement utile d'ajouter la notion de prise en compte
des diagrammes d'antennes en proposant une approche du même type que celle
proposée en 2D.

Pour terminer cette thèse, trois autres applications de la méthode MR-FDPF
ont été présentées. Tout d'abord nous avons souhaité évaluer la méthode MR-
FDPF en environnement outdoor. Cela demande donc de faire des approximations
pour réduire la taille de l'environnement qui augmente de manière importante,
par rapport à l'échelle d'un bâtiment. Les résultats obtenus (erreur inférieure à
8dB) laissent néanmoins entrevoir de bonnes perspectives pour l'utilisation de
cette méthode dans des logiciels de plani�cation. En e�et, le temps de propa-
gation de quelques secondes pourrait permettre de tester un grand nombre de
positions d'émetteurs, dans des temps très courts.

La deuxième application nous a permis de véri�er que la distribution des
puissances simulées dans des petites zones de l'environnement permettait de ca-
ractériser le type d'évanouissement. Ainsi, si la méthode MR-FDPF est intéres-
sante de par les résultats de précision qu'elle o�re, elle permet aussi, du fait que
les multiples chemins sont pris en compte, d'estimer les évanouissements. Cette
méthode pourrait être utile par exemple pour développer des algorithmes de trai-
tement d'antennes permettant de réduire les e�ets du fading, ou encore pour aider
à créer des systèmes MIMO.

En�n, la méthode MR-FDPF ayant été intégrée dans un logiciel de plani�ca-
tion de réseau WiFi, nous avons terminé en présentant les méthodes d'optimisa-
tions implémentées. Nous avons brièvement rappelé les travaux de Ja�rès-Runser
concernant l'optimisation de l'emplacement des points d'accès. Dans cette ap-
proche une recherche multi-objectifs permet de rechercher, en faisant varier plu-
sieurs paramètres, le réglage optimal des points d'accès. Nous avons alors ajouté
une couche supérieure à cette optimisation. Celle-ci permet, une fois les para-
mètres précédemment a�ectés (position, puissance d'émission, et éventuellement
direction de l'antenne), de rechercher les fréquences à allouer à chaque point
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d'accès. Ce complément permet donc de faire une optimisation globale de réseau
WiFi avec des résultats très intéressants, puisque les interférences sont plus faibles
qu'avec une approche de graphe.

Les perspectives pour cette thèse sont nombreuses, et bien que les principales
problématiques aient déja été présentées, nous pouvons conclure avec quelques
ouvertures. Concernant la méthode en elle même, nous avons vu que, même si
nous avons optimisé sa complexité, d'autres améliorations pourraient être faites.
Tout d'abord, concernant les méthodes 2D et 2.5D, nous avons vu que la com-
plexité dépendait de la taille de l'environnement, à cause d'inversions de matrices
de grandes dimensions. Pour faire des simulations en milieu outdoor, nous avons
probablement atteint une limite, du fait de travailler à fréquence arti�cielle. Peut-
être que la prochaine étape serait de réduire la complexité en divisant l'environ-
nement en di�érentes zones, et en considérant les �ux d'échanges entre ces zones.
Cela permettrait de travailler sur plusieurs arbres de MR-nodes en parallèle et de
distribuer le problème sur plusieurs machines par exemple.
Une autre perspective que nous avons décrite précédemment concerne la méthode
3D. Des travaux restent à faire, en particulier pour intégrer la polarisation dans
les équations. De plus il faudrait valider ce modèle par une campagne de mesures
dans un environnement non multi-couches, pour montrer l'intérêt réel de cette
méthode.
D'autres perspectives concernent le logiciel de plani�cation. Il pourrait être inté-
ressant d'intégrer la méthode 3D dans les algorithmes d'optimisation pour tenir
compte des hauteurs des points d'accès dans l'optimisation. De mème l'extension
de l'intégration des diagrammes d'antennes en 3D pourrait être ajoutée (mais il
nécessite probablement d'avoir intégré la polarisation auparavant). En�n, d'autres
fonctions de coût pourraient être ajoutées à la plani�cation, comme des fonctions
économiques prenant en compte le prix du matériel, ou des fonctions de connexité
permettant de réduire le nombre de voisins de chaque cellule.
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