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Abstract. Structured light-based 3D reconstruction methods often il-
luminate a scene using patterns with 1D translational symmetry such as
stripes, Gray codes or sinusoidal phase shifting patterns. These patterns
are decoded using images captured by a traditional 2D sensor. In this
work, we present a novel structured light approach that uses a 1D sen-
sor with simple optics and no moving parts to reconstruct scenes with
the same acquisition speed as a traditional 2D sensor. While tradition-
al methods compute correspondences between columns of the projector
and 2D camera pixels, our ‘dual’ approach computes correspondences
between columns of the 1D camera and 2D projector pixels. The use of a
1D sensor provides significant advantages in many applications that op-
erate in short-wave infrared range (0.9 - 2.5 microns) or require dynamic
vision sensors (DVS), where a 2D sensor is prohibitively expensive and
difficult to manufacture. We analyze the proposed design, explore hard-
ware alternatives and discuss the performance in the presence of ambient
light and global illumination.
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1 Introduction

Structured light (SL) [9] is one of the most popular techniques for 3D shape
acquisition. An SL system uses active illumination, typically via a projector, to
obtain robust correspondences between pixels on the projector and a camera,
and subsequently, recovers the scene depth via triangulation. In contrast to pas-
sive techniques like stereo, the use of active illumination enables SL systems to
acquire depth even for textureless scenes at a low computational cost.

The simplest SL method is point scanning [7], where the light source il-
luminates a single scene point at a time, and the camera captures an image.
Correspondence between camera and projector pixels is determined by associ-
ating the brightest pixel in each acquired image to the pixel illuminated by the
projector. However, this approach requires a large number (N2) of images to
obtain a depth map with N ×N pixels. In order to reduce the acquisition time,
stripe scanning technique was proposed where the light source emits a planar
sheet of light [25, 1, 5]. Consider a scene point that lies on the emitted light plane.
Its depth can be estimated by finding the intersection between the light plane,
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Fig. 1. DualSL compared with traditional SL. Depth from SL can be obtained by
performing ray-plane triangulation. For traditional SL, the ray is from camera pixel,
and plane is formed by center of projection and a column of the projector. In DualSL,
ray is from projector pixel, and plane is formed by a line sensor pixel with cylindrical
optics.

and the ray joining the camera center and the camera pixel. This is illustrated
in Figure 1(a). We can further reduce the acquisition time by using more sophis-
ticated temporal coding techniques; for example, binary codes [19], Gray codes
[22, 12] and sinusoidal phase shifting [26].

Underlying all these methods is the idea that, for a calibrated camera-
projector pair, we only need to measure disparity, i.e., a 1D displacement map.
Thus, we need to perform coding along only one dimension of the projector im-
age plane, thereby achieving significant speed-ups over point-scanning systems.
For example, several structured light patterns have a 1D translational symmetry,
i.e., in the projected patterns, all the pixels within a column (or a row) have the
same intensities.1 This is illustrated in Figure 1(a). For such patterns with 1D
translational symmetry, conventional structured light systems can be thought of
as using a 1D projector, and a 2D sensor.

In this paper, we present a novel SL design called DualSL (Dual Structured
Light) that uses a 2D projector and a 1D sensor, or a line-sensor. DualSL com-
prises of a novel optical setup where pixels on the line-sensor integrates light
along columns of the image focused by the objective lens, as shown in Fig-
ure 1(b). As a consequence, the DualSL design can be interpreted as the optical
dual [23] of a traditional SL system, i.e., we find correspondences between columns
of the camera and pixels on the projector. In contrast, in conventional SL, we
find correspondences between pixels of the camera and columns of the projector.

1 An exception is ‘single-shot’ structured light techniques that use patterns with 2D
intensity variations, for example, sparse 2D grid of lines [20], 2D color encoded
grids [21], 2D pseudo-random binary code [27], and 2D random dots (used in the
first generation Microsoft Kinect depth sensing cameras [16]).
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Why use a 1D sensor for structured light? The use of a line-sensor, in-
stead of a 2D sensor, can provide significant advantages in many applications
where a 2D sensor is either expensive or difficult to obtain. For example, the
typical costs for sensors in shortwave infrared (SWIR; 900nm-2.5µm) is $0.10
per pixel [8]; hence, a high-resolution 2D sensor can be prohibitively expensive.
In this context, a system built using a 1D line-sensor, with just a few thousand
pixels, can have a significantly lower cost. A second application of DualSL is
in the context of dynamic vision sensors (DVS) [14], where each pixel has the
capability of detecting temporal intensity changes in an asynchronous manner.
It has been shown that the use of a DVS with asynchronous pixels can reduce
the acquisition time of line striping based structured light by up to an order
of magnitude [4, 15]. However, the additional circuit at each pixel for detecting
temporal intensity changes and enabling asynchronous readout leads to sensors
that are inherently complex and have a poor fill-factor (around 8.1% for com-
mercially available units [6, 11]), and low resolution (e.g., 128×128). In contrast,
a 1D DVS sensor [18] can have a larger fill-factor (80% for the design in [18]),
and thus, a significantly higher 1D resolution (e.g., 2048 pixels), by moving the
per-pixel processing circuit to the additional space available both above and
below the 1D sensor array.

Our contributions are as follows:

– SL using a line-sensor. We propose a novel SL design that utilizes a line-
sensor and simple optics with no moving parts to obtain the depth map of
the scene. This can have significant benefits for sensing in wavelength regimes
where sensors are expensive as well as sensing modalities where 2D sensors
have low fill-factor, and thus poor resolution (e.g., dynamic vision sensors).

– Analysis. We analyze the performance of DualSL and show that its perfor-
mance in terms of temporal resolution is the same as a traditional SL system.

– Validation via hardware prototyping. We realize a proof-of-concept hard-
ware prototype for visible light to showcase DualSL, propose a procedure to
calibrate the device, and characterize its performance.

2 DualSL

In this section, we describe the principle underlying DualSL, and analyze its
performance in terms of the temporal resolution of obtaining depth maps.

2.1 Design of the sensing architecture

The optical design of sensing architecture, adapted from [28], is shown in Figure
2. The setup consists of an objective lens, a cylindrical lens, and a line-sensor.
The line-sensor is placed on the image plane of the objective lens, so that the
scene is perfectly in focus along the axis of the line-sensor. A cylindrical lens is
placed in between the objective lens and the sensor such that its axis is aligned
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Fig. 2. Design of the sensing architecture visualized as ray diagrams along two or-
thogonal axes. The line-sensor is placed at the image plane of the objective lens. A
cylindrical lens is placed in front of the line-sensor such that its axis is aligned with
that of the line-sensor. The cylindrical lens does not perturb light rays along the x-axis
(top-row); this results in the scene being in focus along the x-axis. Along the y-axis
(bottom-row), the cylindrical lens brings the aperture plane into focus at the image
plane. Hence, the scene is completely defocused along the y-axis, i.e., each line-sensor
pixel integrates light along the y-axis.

with that of the line-sensor. The cylindrical lens does not perturb light rays
along the x-axis (axis parallel to its length). This results in the scene being
in focus along the x-axis. Along the y-axis (perpendicular to the length of the
cylindrical lens), the position and focal length of the cylindrical lens are chosen
to ensure that its aperture plane is focused at the image plane. Hence, the scene
is completely defocused along the y-axis, i.e., each line-sensor pixel integrates
light along the y-axis. This is illustrated in Figure 2(bottom-row). Further, for
maximum efficiency in gathering light, it is desirable that the aperture of the
objective lens is magnified/shrunk to the height of the line-sensor.

Determining the parameters of the cylindrical lens. The focal length, fc, of the
cylindrical lens and its distance to the line-sensor, uc, can be derived from the
desiderata listed above. Given the aperture diameter of the objective lens D, the
sensor-lens distance u, the height H of the line-sensor pixels, and the length of
the line-sensor L, we require the following constraints to be satisfied:

1

uc
+

1

u− uc
=

1

fc
(focusing aperture plane onto image plane)

D

H
=
u− uc
uc

(magnification constraints)
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Putting them together, we can obtain the following expressions for uc and fc:

uc =
H

D +H
u, fc =

HD

(D +H)2
u. (1)

The last parameter to determine is the height of the cylindrical lens which de-
termines the field-of-view along the axis perpendicular to the line-sensor. For a
symmetric field-of-view, we would require the height of the cylindrical lens to be
greater than D

D+H (L+H).

Remark. It is worth noting here that line-sensors are often available in form-
factors where the height of the pixels H is significantly greater than the pixel
pitch. For example, for the prototype used in this paper, the pixel height is 1mm
while the pixel pitch is 14µm. This highly-skewed pixel aspect ratio allows us to
collect large amounts of light at each pixel with little or no loss of resolution along
the x-axis. Further, such tall pixels are critical to ensure that the parameters’
values defined in (1) are meaningful. For example, if D ≈ H, then uc = u/2 and
fc = u/4. Noting that typical values of flange distances are 17.5mm for C-mount
lenses and 47mm for Nikkor lenses, it is easily seen that the resulting values for
the position and the focal length are reasonable.

Scene to sensor mapping. The sensor architecture achieves the following scene-
to-sensor mapping. First, the objective lens forms a virtual 2D image of the scene,
I(m,n).2 Second, the effect of the cylindrical lens is to completely defocus the
virtual image along one direction. Hence, the measurements on the line-sensor
are obtained by projecting the virtual image along a direction perpendicular to
the axis of the line-sensor. Specifically, each pixel of the line-sensor integrates
the virtual image along a line, i.e., the measurement made by a pixel x on the
line sensor is the integration of intensities observed along a line with a slope b/a:

i(x) =

∫
α

I(x+ aα, bα)dα.

The slope b/a is controlled by the axis of the line-sensor/cylindrical lens. An
important feature of this design is that the pre-image of a line-sensor pixel is
a plane. Here pre-image of a pixel is defined as the set of 3D world points that
are imaged at that pixel; for example, in a conventional perspective camera, the
pre-image of a pixel is a ray. As we will demonstrate shortly, this property will
be used by the DualSL system for acquiring 3D scans of a scene.

2.2 3D scanning using the DualSL setup

We obtain 3D scans of the scene by obtaining correspondences between projector
and line-sensor pixels. Suppose that pixel (m,n) of the projector corresponds to

2 For simplicity, the image formation is described while ignoring the effects of pixela-
tion and quantization.
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pixel x on the line-sensor. We can obtain the 3D scene point underlying this
correspondence by intersecting the pre-image of the projector pixel, which is a
line in 3D, with the pre-image of the line-sensor pixel — a plane in 3D. As long as
the line and the plane are not parallel, we are bound to get a valid intersection,
which is the 3D location of the scene point. For simplicity, we assume that the
projector and line-sensor are placed in a rectified left-right configuration; hence,
we can choose a = 0 and b = 1 to integrate vertically (along “columns”) on the
virtual 2D image.

Obtaining projector-camera correspondences. The simplest approach for obtain-
ing correspondences is to illuminate each pixel on the projector sequentially, and
capturing an image with the 1D sensor for each projector pixel location. For each
projector pixel, we can determine its corresponding line-sensor pixel by finding
the pixel with the largest intensity. Assuming a projector with a resolution of
N × N pixels, we would need to capture N2 images from the line-sensor. As-
suming a line-sensor with N pixels, this approach requires N3 pixels to be read
out at the sensor.

We can reduce the acquisition time significantly by using temporal coding
techniques, similar to the use of binary/Gray codes in traditional SL (see Fig-
ure 3). In the DualSL setup, this is achieved as follows. We project each row of
every SL pattern sequentially.3 Given that the row has N pixels, we can find
projector-camera correspondences using a binary/Gray code with log2(N) pro-
jector patterns. For this scanning approach, we would require to read out log2(N)
frames for each row. Given that the projector has N rows, and the sensor has
N pixels, a total of N2 log2(N) pixels will need to be read out at the sensor.

2.3 Analysis of temporal resolution

We now show that the temporal resolution of DualSL is the same as that of a
traditional SL setup for synchronous-readout sensor, i.e. a conventional sensor.
For this analysis, we assume that the goal is to obtain an N × N -pixels depth
map. The temporal resolution is defined in terms of the time required to acquire
a single depth map. We assume that in a sensor, all pixels share one analog-
to-digital converter (ADC). We also assume that the bottleneck in all cases is
the ADC rate of the camera. This assumption is justified due to the operating
speed of projectors (especially laser projectors) being many orders of magnitude
greater than cameras. Hence, the number of pixels to be read out divided by
ADC rate is temporal resolution of the system.

Line striping. The simplest instance of a traditional SL setup is to illuminate
projector columns, one at a time. For each projector column, we read out an

3 It would be desirable to scan along epipolar lines of the projector-camera setup,
since this avoids illuminating multiple scene points that lie on the pre-image of the
same sensor pixel. However, this would be hard in non-rectified setups and hence,
row-scanning is a simpler and effective alternative.
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Fig. 3. 3D scanning using (left) traditional SL and (right) DualSL. For each setup,
we show (top-row) the scene being illuminated by the projector, observed using an
auxiliary camera, as well as (bottom-row) measurements made by the cameras. Here
the auxiliary camera is not required for triangulation; it is used only for visualization
purposes. For the traditional SL setup, these are simply images acquired by the 2D
sensor. For DualSL, we stack together 1D measurements made for the same Gray code
into individual image.

N × N -pixels image at the camera. Hence, for a total of N projector columns,
we read out N3 pixels at the ADC. DualSL has an identical acquisition time,
equivalent to the readout of N3 pixels per depth map, when we sequentially scan
each projector pixel.

Binary/Gray codes. As mentioned earlier, by scanning one projector-row at a
time and using binary/Gray temporal codes, we can reduce the acquisition time
to the readout of N2 log2(N) pixels per depth map. This readout time is identical
to the amount required for a traditional SL system when using binary/Gray
coding of the projector columns, where log2(N) images, each with N ×N = N2

pixels, are captured.
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In essence, with appropriate choice of temporal coding at the projector, the
acquisition time and hence, the temporal resolution, of the DualSL is identical
to that of a traditional SL system.

For asynchronous readout using a DVS sensor, the temporal resolution is de-
termined by the minimum time between two readouts. Current 1D DVS sensors
typically support approximately one million readouts per second [2]. This would
be the achievable limit with a DualSL system using DVS.

2.4 DualSL as the optical dual of traditional SL

Consider a traditional SL system involving a 1D projector and a 2D image sensor.
Recall that all pixels in a single projector columns are illuminated simultane-
ously. Let us consider the light transport matrix L associated with the columns
of the projector and pixels on the 2D sensor. Next, let us consider the optical
setup whose light transport is L>. Under principles of Helmholtz reciprocity,
this corresponds to the dual projector-camera system where the dual-projector
has the same optical properties as the camera in the traditional SL system, and
the dual-camera has the same optical properties as the projector. Hence, the
dual-camera integrates light along the planes originally illuminated by the 1D
projector in the traditional setup. This dual architecture is the same as that of
the DualSL setup and enables estimation of the depth map (and the intensity
image) as seen by a camera with the same specifications as the projector.

3 Hardware prototype

In this section, we present the specifications of our DualSL hardware prototype,
shown in Figure 4(a). The hardware prototype consists of a 50mm F/1.8 ob-
jective lens, a 15mm cylindrical lens, a Hamamatsu S11156-2048-01 line-sensor,
and a DMD-based projector built using DLP7000 development kit and ViALUX
STAR CORE optics. The line-sensor has 2048 pixels, each of size 14µm ×1mm.
The projector resolution is 768× 1024 pixels.

We implemented a slightly different optical design from the ray diagrams
shown in Figure 2. To accommodate the cylindrical lens in the tight spacing, we
used a 1:1 relay lens to optically mirror the image plane of the objective lens. This
provided sufficient spacing to introduce the cylindrical lens and translational
mounts to place it precisely. The resulting schematic is shown in Figure 4(b).
Zemax analysis of this design shows that the spot-size has a RMS-width of 25µm
along the line-sensor and 3.7mm perpendicular to the line-detector. Given that
the height of the line-detector pixel is 1mm, our prototype loses 73% of the light.
This light loss is mainly due to sub-optimal choice of optical components.

Calibration. The calibration procedure is a multi-step process with the eventual
goal of characterizing the light ray associated with each projector pixel, and the
plane associated with each line-sensor pixel.
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Fig. 4. Our hardware prototype. We used a 1:1 relay lens to mirror the image plane of
the objective lens to provide more space to position the cylindrical lens. The spot-size
of the resulting setup has a RMS-width of 25µm along the axis of the line-sensor and
3.7mm across.

– We introduce a helper 2D camera whose intrinsic parameters are obtained
using the MATLAB Camera Calibration Toolbox [3].

– The projector is calibrated using a traditional projector-camera calibration
method [13]. In particular, we estimate the intrinsic parameters of the projec-
tor as well as the extrinsic parameters (rotation and translation) with respect
to the helper-camera’s coordinate system.

– To estimate the plane corresponding to each line-sensor pixel, we introduce a
white planar board in the scene with fiducial markers at corners of a rectangle
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of known dimensions. The helper-camera provides the depth map of the planar
board by observing the fiducial markers.

– The projector illuminates a pixel to the board which is observed at the line-
sensor, thereby providing one 3D-1D correspondence, where the 3D location
is computed by intersection of projector’s ray and the board.

– This process is repeated multiple times by placing the board in different poses
and depths to obtain more 3D-1D correspondences. Once we obtain sufficiently
many correspondences, we fit a plane to the 3D points associated with each
pixel to estimate its pre-image.

As a by-product of the calibration procedure, we also measure deviations of
the computed depth from the ground truth obtained using the helper-camera.
The root-mean-square error (RMSE) over 2.5 million points with depth ranges
from 950mm to 1300mm (target is out-of-focus beyond this range) was 2.27mm.

4 Experiments

We showcase the performance of DualSL using different scenes. The scenes were
chosen to encompass inter-reflections due to non-convex shapes, materials that
produce diffuse and specular reflectances as well as subsurface scattering. Figure
5 shows 3D scans obtained using traditional SL as well as our DualSL prototype.
The traditional SL was formed using the helper-camera used for calibration. We
used Gray codes for both systems. To facilitate a comparison of the 3D scans
obtained from the two SL setups, we represented the depth map as seen in the
projector’s view, since both systems shared the same projector. Depth maps
from both traditional SL and DualSL were smoothened using a 3 × 3 median
filter. We computed the RMSE between the two depth maps for a quantitative
characterization of the difference of the two depth maps. Note that, due to
differences in view-points, each depth map might have missing depth values at
different locations. For a robust comparison, we compute the RMSE only over
points where the depth values in both maps were between 500mm and 1500mm.

For the chicken and ball scenes (rows 1 and 2 in Figure 5), both systems
get good results and the average difference is smaller than 2mm. For the box
scene (row 3), the average difference is only slightly larger in spite of complex
geometry of the scene. We fit planes to four different planar surfaces, and the
mean deviation from the fitted planes was 0.45mm with the average distance
to camera being 1050mm. The porcelain bowl scene (row 4), which has strong
inter-reflections, and wax scene (row 5), which exhibits subsurface scattering,
have strong global components. The depth maps generated by DualSL in both
cases are significantly better than that of the traditional SL. This is because
traditional SL illuminates the entire scene, and in contrast, DualSL illuminates a
line at a time, thereby reducing the amount of global light. The exact strength of
global illumination for a general scene, however, depends on the light transport.
For instance, it may be possible to construct scenes where the amount of global
light is smaller for conventional SL over DualSL, and vice-versa. However, a
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formal analysis is difficult because global illumination is scene dependent. Here,
the depth map recovered by traditional SL has many “holes” because of missing
projector-camera correspondences and the removal of depth values beyond the
range of (500, 1500)mm.

Figure 6 shows the 3D scans of the five scenes in Figure 5 visualized using
MeshLab. We observe that DualSL can capture fine details on the shape of
the object. We can thus conclude that DualSL has a similar performance as
traditional SL for a wide range of scenes, which is immensely satisfying given
the use of a 1D sensor.

5 Discussion

DualSL is a novel SL system that uses a 1D line-sensor to obtain 3D scans with
simple optics and no moving components, while delivering a temporal resolution
identical to traditional setups. The benefits of DualSL are most compelling in
scenarios where sensors are inherently costly. To this end, we briefly discuss the
performance of DualSL under ambient and global illumination as well as discuss
potential applications of DualSL.

Performance of DualSL under ambient illumination. Performance of SL sys-
tems often suffers in the presence of ambient illumination, in part due to poten-
tially strong photon noise. We can measure the effect of ambient illumination
using signal-to-noise ratio (SNR), the ratio of the intensity observed at a camera
pixel when a scene point is directly illuminated by the projector to the photon
noise caused by ambient illumination. The larger the value of SNR, the less is
the effect of ambient illumination on the performance since we can more reliably
provide thresholds to identify the presence/absence of the direct component. We
ignore the presence of global components for this analysis.

The hardware prototype used in this paper uses a DMD-based projector
which attenuates a light source, spatially, using a spatial light modulation to
create a binary projected pattern. In a traditional SL system, since we read
out each camera pixel in isolation, SNR can be approximated as P√

A
where P

and A are the brightness of the scene point due to the projector and ambient
illumination, respectively [10]. Unfortunately, due to integration of light at each
line-sensor pixel, SNR of DualSL drops to P√

NA
= 1√

N
P√
A

where N is the num-

ber of pixels that we sum over. This implies that DualSL is significantly more
susceptible to the presence of ambient illumination when we use attenuation-
type projectors. This is a significant limitation of our prototype. An approach to
address this limitation is to use a scanning laser projector which concentrates all
of its light onto a single row of the projector. As a consequence, SNR becomes
NP√
NA

=
√
N P√

A
. In contrast, traditional SL has no gain from using scanning

laser projector because it needs projector to illuminate the entire scene.
A more powerful approach is to avoid integrating light and instead use a

mirror to scan through scene points in synchrony with a scanning laser projector.
Here, we are optically aligning the line-sensor and the illuminated projector
pixels to be on epipolar line pairs and is similar to the primal-dual coding system
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Targets
Traditional SL
with 2D sensor

DualSL
with 1D sensor

1.6mm

1.49mm

2.4mm

3.7mm

2.18mm

mm

Fig. 5. Depth maps of five scenes obtained using traditional SL and DualSL. Objects
in scenes range from simple convex diffuse materials to shiny and translucent materi-
als exhibiting global illumination. Traditional SL is realized by projector and the 2D
camera helper here. The left column is a photograph of the target acquired using the
2D camera helper (used only for visualization). The middle and right columns show
depth maps obtained by the traditional SL system and DualSL system, respectively.
Both depth maps are shown in projector’s viewpoint. The number overlaid on DualSL’s
depth map indicates the average difference between the two depth maps.
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Fig. 6. 3D reconstructions of scenes scanned by DualSL.

of [17]. This enables acquisition of 3D scans that are highly robust to global and
ambient illumination.

Performance of DualSL under global illumination. Global illumination is of-
ten a problem when dealing with scenes that have inter-reflections, subsurface-
and volumetric-scattering. Similar to ambient illumination, global illumination
also leads to loss in performance in decoding at the camera. In a traditional SL
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system, it is typical that half-the-scene points are illuminated and hence, at any
camera pixel, we can expect to receive contributions to the global component
from half the scene element. In DualSL, even though we only illuminate one
projector-row at a time (and hence, fewer illuminated scene points), each cam-
era pixel integrates light along a scene plane which can significantly increase the
amount of global light observed at the pixel. While the results of bowl scene and
wax scene in Figure 5 are promising, a formal analysis of the influence of global
illumination on the performance of DualSL is beyond the scope of this paper.

Applications of SWIR DualSL. Imaging through volumetric scattering media
often benefits via the use of longer wavelengths. SWIR cameras, which operate
in the range of 900nm to 2.5µm, are often used in such scenarios (see [24]).
The DualSL system design for SWIR can provide an inexpensive alternative to
otherwise-costly high-resolution 2D sensors. This would be invaluable for appli-
cations such as autonomous driving and fire-fighting operations, where depth
sensitivity can be enhanced in spite of fog, smog, or smoke.

High-speed depth imaging using DVS line-sensors. The asynchronous readout
underlying DVSs allows us to circumvent the limitations imposed by the readout
speed of traditional sensors. Further, the change detection circuitry in DVSs
provides a large dynamic range (∼120 dB) that is capable of detecting very
small changes in intensity even for scenes under direct sunlight. This is especially
effective for SL systems where the goal is simply detecting changes in intensity
at the sensor. The MC3D system [15] exploits this property to enable high-
speed depth recovery even under high ambient illumination; in particular, the
system demonstrated in [15] produces depth maps at a resolution of 128 × 128
pixels, due to lack of commercial availability of higher resolution sensors. In
contrast, a DualSL system using the line-sensor in [2] would produce depth
maps of 1024× 1024 pixels at real-time video rates. Further, the DualSL system
would also benefit from higher fill-factor at the sensor pixels (80% versus 8%).

Active stereo using DualSL. Another interesting modification to the DualSL
setup is to enable active stereo-based 3D reconstruction. The envisioned system
would have two line-sensors, with its associated optics, and a 1D projector that
illuminates one scene plane at a time. By establishing correspondences across
the line-sensors, we can enable 3D reconstructions by intersecting the two pre-
images of sensor-pixels, which are both planes, with the plane illuminated by the
projector. Such a device would provide very high-resolution depth maps (limited
by the resolution of the sensors and not the projector) and would be an effective
solution for highly-textured scenes.
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