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(a) Inputsequence (b) Motion magni�ed sequence

Figure1: Framesfrom input andmotionmagni�ed outputsequence.Thealgorithmgroupstheinput (a) into motionlayersandampli�es the
motionsof a layerselectedby theuser. Deformationsof theswingsupportelementsarerevealedin themotionmagni�ed outputsequence
(b), magnifyingtheoriginalmotionsby a factorof 40.

Abstract

We presentmotion magni�cation, a techniquethat acts like a
microscopefor visual motion. It canamplify subtlemotionsin a
video sequence,allowing for visualizationof deformationsthat
would otherwisebe invisible. To achieve motion magni�cation,
we need to accuratelymeasurevisual motions, and group the
pixels to be modi�ed. After an initial imageregistrationstep,we
measuremotion by a robust analysisof featurepoint trajectories,
and segment pixels basedon similarity of position, color, and
motion. A novel measureof motion similarity groupseven very
small motions accordingto correlation over time, which often
relatesto physical cause.An outlier maskmarksobservationsnot
explainedby our layeredmotionmodel,andthosepixelsaresimply
reproducedon theoutputfrom theoriginal registeredobservations.

The motion of any selectedlayer may be magni�ed by a user-
speci�edamount;texturesynthesis�lls-in unseen“holes” revealed
by theampli�ed motions. Theresultingmotion-magni�edimages
canrevealor emphasizesmallmotionsin theoriginal sequence,as
we demonstratewith deformationsin load-bearingstructures,sub-
tle motionsor balancingcorrectionsof people,and“rigid” struc-
turesbendingunderhandpressure.

Keywords: video-basedrendering,computervision, video pro-
cessing,motionprocessing

1 Intro duction
Visualmotioncanoccurat differentamplitudes,andover different
temporalandspatialfrequency scales.Smallmotionsaredif�cult
to observe, yet may reveal important information about the
world: small deformationsof structures,minute adjustmentsin
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an equilibrium process,or the small movementsof a systemin
responseto someforcing function. We wanta machinewhich will
revealandclarify thosemotions,muchasa microscopecanreveal
smallandinvisiblestructures.

We have developeda technique,called Motion Magni�cation,
which acts like a microscopefor motion in video sequences.
The algorithm analyzesthe motionsof an input video sequence,
allowing auserto specifyaclusterof pixelsto beaffected,andhow
muchtheir motionsareto be magni�ed. Typically, small motions
areampli�ed andlargemotionsareleft unchanged.The�nal stage
of motionmagni�cation is to renderthesequencewith thedesired
motionsmagni�ed by thespeci�edamount.

While motionmagni�cation is conceptuallysimple,performing
it without objectionableartifacts requiresconsiderableattention
to detail. We introducetechniquesto analyzemotion robustly,
verifying estimatedmotionsaswell astheir regionsof support.The
selectionof motionsto be ampli�ed is madesimpleand intuitive
by an automaticgroupingprocess,wherea prespeci�ednumber
of pixel clustersare found, basedon their similarity in position,
intensity, and motion characteristics. For this, we introducea
measureof af�nity that groupspoints basedon their trajectories
over time,not just thesimilaritiesof their instantaneousvelocities.
Theuserspeci�eswhichcluster's motionsshouldbeampli�ed and
by how much.Holesrevealedby ampli�ed motionsare�lled using
texturesynthesismethods.

We demonstratemotion magni�cation with several proof-of-
conceptexamples,magnifyingsmall-amplitudemotionsin videos
of structuresor people.We envision potentialapplicationsranging
from engineeringdiagnosisor instructionto comedicampli�cation
of ordinaryexpressions.

2 Related Work
Motion magni�cationanalyzesandredisplaysa motionsignal,and
thus relatesto researchon manipulatingand redisplayingmotion
capturedata, such as modi�cations to createnew actions from
others [Arikan and Forsyth 2002; Lee et al. 2002; Pullen and
Bregler2002;Li etal. 2002],andmethodsto alterstyle[Brandand
Hertzmann2000;Gleicher1998;Unumaet al. 1995]. Of course,
our problemis in a different domain; we manipulatevideo data,
not marker positions,andthushave a moredif�cult analysistask,



(a)Registeredinput frame (b) Clusteredtrajectoriesof trackedfeatures (c) Layersof relatedmotionandappearance

(d) Motion magni�ed,showing holes (e)After texturein-paintingto �ll holes (f) After user's modi�cationsto segmentationmapin (c)

Figure2: Summaryof motionmagni�cationprocessingsteps;seeoverview in Section3.

but alsohave therichersynthesispossibilitiesof video.
Several other projectshave usedvideo motion analysisin or-

der to synthesizeanoutput. Brostow andEssa[Brostow andEssa
2001]trackedframe-to-framemotionof objects,thenintegratedthe
scene's appearanceas it changedover a syntheticshuttertime to
simulatemotionblur. Videotextures[Schodlet al. 2000]analyzes
the overall similarity of all framesto identify candidatetemporal
jumps in a modi�ed playbackof the video. Several researchers
haveuseda layeredmotionanalysisto synthesizeamodi�ed video
[WangandAdelson1994; Jojic andFrey 2001], wherethe mod-
i�cation typically involves removing individual layers. However,
many of thetechniquesusedto grouppixelsof similarmotionsinto
layerswouldnotwork for ourdif�cult caseof analyzingverysmall
motions. While the above projectsrelateat the generallevel of
motion analysisfollowed by synthesis,we are not aware of any
previouswork addressingmotionmagni�cation.

3 Overview
We want to �nd small motionsin a video andmagnify them. We
model the appearanceof the input video as trajectories(trans-
lations) of the pixel intensitiesobserved in a referenceframe.
Nä�vely, thissoundslikeonesimplyneedsto (a)computethetrans-
lationfrom onepixel to thenext in eachframe,and(b) re-renderthe
videowith smallmotionsampli�ed. Unfortunately, suchanä�veap-
proachwould leadto artifactualtransitionsbetweenampli�ed and
unampli�ed pixels within a singlestructure.Most of the stepsof
motion magni�cation relateto reliably estimatingmotions,andto
clusteringpixels whosemotionsshouldbe magni�ed asa group.
While we ultimatelyestimatea motionat every pixel, we begin by
analyzingandgroupingthe motionsof featurepoints,local inten-
sity con�gurationsthatarepromisingcandidatesfor �nding reliable
motion trajectories.Below we motivateandsummarizeeachstep
of the motion magni�cation processing.The processingstepsare
illustratedwith theswingsetimagesin Fig. 2.

3.1 Register input images

Whenwe magnifysmallmotions,it is essentialto begin by regis-
tering the frames,to prevent amplifying the inevitable small mo-

tions due to camerashake. For this step,we assumethat the in-
put imagesequencedepictsa predominantlystaticscene.We per-
form aninitial trackingof detectedfeaturepointsand�nd theaf�ne
warpwhich bestremovesthemotionsof thesetof tracked feature
points,ignoringoutliers. After intensitynormalizationfor any ex-
posurevariations,theresultingregisteredimagesarereadyfor mo-
tion analysis.

3.2 Cluster feature point trajecto ries

In orderthatthemotionmagni�cationnotbreakapartcoherentob-
jects,weseektogroupobjectsthatmovewith correlated(notneces-
sarily identical)motions.To achieve this,we robustly trackfeature
pointsthroughoutthe sequence,thenclustertheir trajectoriesinto
K setsof correlatedmotions.Onespecialclusterof featurepoints
with no translationover framesis thebackgroundcluster. An im-
portantcontribution of this work is the computationof trajectory
correlationin amannerinvariantto theoverallscaleof themotions,
therebyallowing verysmallmotionsto begroupedwith largermo-
tions to which they arecorrelated.For example,the left extremity
of thebeamin Fig. 2 haslargermotionmagnitudethanthepoints
attachedto theverticalbeam,andsomepointsalongthebeammove
in oppositephase,yet, they shouldall beassignedto thesamemo-
tion layerbecausethey belongto a “commoncause”.Themotions
areall speci�edastranslationsfrom thefeaturepoint positionin a
referenceframe.

3.3 Segmentation: layer assignment

From the clusteredfeaturepoint trajectories,we want to derive
motion trajectoriesfor each pixel of the referenceframe. We
interpolatea densemotion �eld for eachmotioncluster, giving us
K possiblemotion vectorsat eachpixel. We needto assigneach
pixel of every frameto oneof theclustersor motionlayers.

It is possible, in principle, to perform segmentationusing
motion alone [Wang and Adelson 1994; Jojic and Frey 2001],
but reliable segmentationrequiresthe useof additional features.
We use pixel color, position, as well as motion to estimatethe
clusterassignmentfor eachpixel, de�ning a Markov random�eld
which we solve usinggraphcuts[Boykov et al. 2001]. To impose



temporalconsistency, we then assigneachpixel trajectory to its
mostcommonlyassignedclusteroverall time frames.

This givesus a layeredmotion representationsuchasthat pro-
posedby WangandAdelson[1994], but generalizinglayer mem-
bershipto include correlatedmotions,and not just similar ones.
Ourmodelof thevideois asetof temporallyconstantpixel intensi-
ties,clusteredinto layers,which translateover thevideosequence
accordingto interpolatedtrajectoriesthatareuniqueto eachpixel.
Thelayerorderingcanbespeci�edby theuser, or computedusing
the methodsof Brostow andEssa[1999]. In practice,it is suf�-
cient to randomlyassigntheorderingof non-backgroundlayersif
themagni�ed layerhasminimal occlusionswith otherlayers,asis
often the case. At eachstage,pixels which do not �t the model
are relegatedto a special“outlier layer”. The other layer that is
treatedspecially is the backgroundlayer. Regions of the back-
groundlayerwhich werenever seenin theoriginal videosequence
maybemadevisible by ampli�ed motionsof motion layersabove
thebackground.Wethus�ll-in all holesin thebackgroundlayerby
thetexturesynthesismethodof EfrosandLeung[1999].

3.4 Magnify motions of selected cluster

After thelayersaredetermined,theuserspeci�esalayerfor motion
magni�cation. Presently, themagni�cation consistsof amplifying
all translationsfrom the referenceposition by a constantfactor,
typically between4 and40, but moregeneralmotionmodi�cation
functionsarepossible.

3.5 Render video

Following motionmagni�cation,we renderthemodi�ed videose-
quence.Thebackgroundlayeris constantfor all framesandweren-
der its pixels �rst. Thenthepixelsassignedto theoutlier layerare
copiedasthey appearedin theregisteredinput frames.Finally, the
pixelsof theremaininglayersarewritten into theoutputsequence.
Theintensitiesarethoseof thereferenceframe;thedisplacements
arethoseof themeasuredor magni�ed motions,asappropriateto
the layer. In the following sections,we describeeachprocessing
stepof motionmagni�cationin detail.

4 Robust Video Registration
Since we magnify small motions, we need to be very careful
that stationarypixels are not classi�ed as moving. Becauseof
inevitable small cameramotions, even with a tripod, almost all
pixels are moving in the input sequences.To addressthis prob-
lem,wedevisedafully automaticsystemto aligntheinput images.

Themain ideacomesfrom recentwork [SandandTeller 2004].
Insteadof registeringimagesframeto frame,our algorithm�nds
a reliablesetof featurepoints that areclassi�ed as “still”. Then
anaf�ne motion is estimatedfrom thematchedfeaturepoints. All
framesareregisteredto a referenceframe,typically the�rst frame
in oursystem.

We detect cornersat different scalesin the referenceframe
usinga hierarchicalversionof Harris cornerdetector[Harris and
Stephens1988], with a modi�cation from page 45 of Nobel's
thesis[Nobel 1989]. Then we computea �o w vector for each
featurepoint from thereferenceframeto eachof theotherframes
basedon the minimum sum of squareddifferences(SSD) over a
small patch. The precisionof the �o w vector is further re�ned to
sub-pixel level basedon a local Lucas-Kanadealgorithm [Lucas
andKanade1981;ShiandTomasi1994].

Before describingthe af�ne motion estimation,we introduce
somenotationconventionsof the paper. We measureN feature
pointsover K frames.Thenth (n = 1� � �N) featurepoint in frame
k (k = 1� � �K) is denotedas(n;k). Thecoordinateof featurepoint
(n;k) is (xnk;ynk). Likewise, the �o w vector from the reference

frame is denotedas (vx
nk;v

y
nk). For similarity measurements,we

considera window or patch Bnk of size 2w � 2w aroundeach
featurepoint (n;k). Bnk(p;q) is the pixel at relative coordinates
(p;q) from the centroid of patch Bnk. Note that when we use
sub-pixel coordinate(xnk;ynk), we interpolate the patch using
bicubicreconstruction.

A globalaf�ne motionAk 2 R2� 3 is estimatedfrom thereference
frame to frame k with a weight dependingon the quality of the
local appearancematch.Theprobability thata featurepoint (n;k)
participatesin thisaf�ne motionis estimatedas

Prnk = expf�k Ak[xnk ynk 1]T � [vx
nk vy

nk]
Tk2=(2s 2

k )g (1)

wherevariancesk is estimatedas the meanreconstructionerror
sk = 1

n å nkAk[xnk ynk 1]T � [vx
nk vy

nk]
Tk2. We treattheego motion

of the cameraas random noise, and therefore the probability
for featurepoint n contributing to the global af�ne motion over
all frames is the product of the probability for each frame:
Prn = Õk Prnk.

Finally, thestablefeaturepointsareselectedby their probability
relative to thatof themostprobablefeaturepoint:

Prn > a K � max
i

Pri : (2)

We �nd a = 0:3 works well for all the sequenceswe have tested.
By this procedure,unstablefeaturepoints, suchas thoseon oc-
cluding boundaries,in disoccludedregionsandat rapidly moving
objects,are discarded. Only the featurepoints that consistently
contribute to a global af�ne motion acrossall the frames are
selectedfor registration.

When the stablefeaturepoints are selected,we redo the SSD
matchingand local Lucas-Kanadere�nement from the reference
frameto eachof the restof the frames.Therestof the framesare
all registeredto the referenceframefrom a global af�ne warp Ãk
estimatedfrom thematchinguponthis stablefeaturepoint set. In
this stepwe alsoperformhistogramequalizationfor eachframeto
thereferenceframeto remove illuminationor exposurechanges.

5 Robust Computation and Clustering of
Feature Point Trajectories

In the previous section,we computedfeaturetrajectoriesfor the
staticbackgroundin orderto stabilizethesequence.We now turn
to thecomputationof trajectoriesfor featurepointsover thewhole
imageandto their clusteringinto motionsthatarecorrelated.

5.1 Variable region feature point tracking

Oncethe imageshave beenregistered,we �nd and track feature
pointsfor asecondtime. Thegoalof this featuretrackingis to �nd
the trajectoriesof a reliableset of featurepoints to representthe
motionsin thevideo. As before,thestepsconsistof featurepoint
detection, SSD matching and local Lucas-Kanadere�nement.
For simplicity, weuseonly thosefeaturesdetectedin the�rst frame.

To achieve reliable feature point matching near occlusion
boundaries,[Sawhney et al. 2001]displacedtherectangularregion
of supportaway from the boundaryedge. Here we introducea
methodto �nd regionsof supportof generalshape,tailoredto each
featurepoint. Wecomputeaweightor supportmapfor eachfeature
patchthatcharacterizeshow pixelsshouldbeweightedin theSSD
similarity measures.For featuresnearocclusionboundaries,this
increasesreliability by only comparingpixel intensitieswith others
on the sameside of the boundary. This map, shown in Fig. 3,
alsolets us assessthe validity of eachfeaturetrajectory, useful in
boththeSSDmatchingandLucas-Kanadere�nement.Wecall this
methodvariableregion featurepoint tracking.
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Figure3: Learnedregionsof supportallow features(a) and(b) to
reliably tracktheleaf andbackground,respectively, despitepartial
occlusions.For feature(b) on thestationarybackground,theplots
show the x (left) andy (right) coordinatesof the track both with
(red)andwithout (blue)a learnedregionof supportfor appearance
comparisons.The track usinga learnedregion of supportis con-
stant,asdesiredfor featurepointon thestationarybackground.

WeuseanExpectationMaximization(EM) algorithm[Dempster
et al. 1977] to learn the weight mapassociatedwith eachfeature
point. TheEM algorithmalternatesbetweenan“E-step”,whenthe
weight map (region of support)is estimatedfor an assumedfea-
ture translation,andan “M-step”, when the featuretranslationis
updated,usingtheweightmapjustestimated.

E-step

We �rst estimatethe probability that eachfeaturepoint trajectory
is reliable. We call reliabletrajectoriesinliers andunreliableones
outliers. Two conditionsmustbe met for the inliers: (1) the SSD
matchingerrorateachpositionof thefeaturepoint (comparedwith
theappearancein thereferenceframe)mustbesmall,and(2) there
mustbe nearbyfeaturepoint positionsfrom othertimesalongthe
trajectory. To computethesecondterm,we evaluatethemeandis-
tanceto the N nearestfeaturepoints in the sametrajectory. The
trackinginlier probability of featuren at framek (k > 1) is com-
putedas

Prnk = expf�
SSDnk

2 min
1< i6 K

SSDni
�

dnk

2 min
16 i6 K

dni)
g; (3)

whereSSDnk is the SSD of featuren at frame k, and dnk is the
meandistanceof featuren at frame k to the N-nearestfeature
pointsin thesametrajectory.

Theweightmapis estimatedfrom theaveragereconstructioner-
ror for thepixel (p;q) (� w 6 p;q 6 w) relative to thefeaturepoint.
Weuseapatchsizew = 7 for all theexamples.Theweightis there-
forecomputedas

F n(p;q)= expf �
p2+ q2

2s2 �
å K

k= 2kBnk(p;q)� Bn;1(p;q)k2Prnk

2s 2
n å K

k= 2Prnk
g (4)

wheres = w=2 ands 2
n is the meanvarianceover framesk's and

positions(p;q). Intuitively, theneighboringpixelsthatarecloseto
the featurepoint andhave lessvariation in matchingshouldhave
highweight.
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Figure4: Top imagesshow a featurepoint on thestationaryback-
groundlayerbecomingoccludedduringframes6 and7. Below are
thex- andy- coordinatesof thetrackedfeature,showing outlierpo-
sitions.Thesecanbeidenti�ed from theinlier probabilitiesshown
asa barplot (repeatedfor comparisonwith eachplot) andreplaced
with smoothedvalues.

M-step

The M-step is the sameas the previous SSD matchingand local
Lucas-Kanadere�nementexcept that the weight mapF n is used.
The use of this map, indicating the region of support for each
feature,resultsin morereliablefeaturepoint tracking,illustratedin
Fig. 3.

Experimentally, we foundthatafter10 iterationsof EM mostof
thefeaturepointsconvergeto a reliableestimateof theweightmap
aswell asthe local �o w vector. However, somefeaturepointsdo
not yield valid trajectoriesandmustbe pruned.We usea number
of criteriato prunefeaturepoints:

� Minimum matching error Somefeaturepointsmayappear
in the referenceframe but not in others. For such cases,
the minimum matching error remainshigh. We remove
thesespurioustrajectoriesby settingan upperboundon the
minimummatchingerror; this thresholdis setso that feature
pointswhichappearonly in the�rst frameareremoved.

� Inlier probability Somefeaturepoints reappear, but sel-
dom, indicatinganunreliabletrajectory. We usetheaverage
inlier probability 1

K å k Prnk as a metric for trajectoryn. A
trajectoryis removedif theaverageinlier probabilityis below
a threshold,set to be 30% of the meaninlier probability for
thetrajectory.

� Matching outlier detection, removal and �lling Finally,
we must smoothsomeof the remaininginlier featurepoint
trajectoriesbecauseof occlusionsatsomeframes,whichgen-
eratesimpulsive noisein the trajectoryanda corresponding
increasein the matchingerror, as shown in Fig. 4. These
eventsare detectedfrom the inlier probability at eachtime
frame and removed. We �ll in the missing featurepoint
positionsby minimizing the secondderivative energy of the
trajectoryover time,by summingthesquaredresponsesfrom
�ltering with [� 1 2 � 1]. Theresultingleastsquaresproblem
is solved by a standardconjugate gradientmethod,[Strang
1986].

The �rst two criteria areusedboth beforeandafter the EM algo-
rithm,andthethird criterionis appliedonly afterEM. Theoutputof
thefeaturepoint trackingis a setof featurepoints,their regionsof
support,reliabilities,andtrajectoriesover time. Thesetrajectories
areoutputto thenext modulefor clustering.



5.2 Clustering by coherent motion

We seekto group relatedfeaturepoint trajectoriesinto clusters,
which will form the basisfor our assignmentof pixels to motion
layers.Usingmotion,we cangroupregionsof varyingappearance
or without spatial continuity (due to occlusions). Our goal in
the clusteringis that motionswith a commoncausebe grouped
together, eventhoughthemotionsmaybein differentdirections.

To do this, we usethe entiremotion trajectoryof eachfeature
point,not just instantaneousmotions.Motionscausedby thesame
physical sourcetendto covary andhave commonmodesof reso-
nance[Zelnik-ManorandIrani 2003].Weintroducetheuseof nor-
malizedcorrelation betweenthe trajectoriesasa measureof their
similarity. Composingthex andy componentsof thevelocitiesinto
a complex motion vector, the correlationindex r n;m betweenthe
trajectoriesof two featurepointsn andm is:

r n;m =

�
�
�
�
�
�

å k
�
vx

nk+ jvy
nk

� �
vx

mk+ jvy
mk

�

q �
å k(vx

nk)
2 + (vy

nk)
2
� �

å k(vx
mk)

2 + (vy
mk)

2
�

�
�
�
�
�
�

(5)

with j =
p

� 1.
The normalized correlation between complex velocities is

invariantto both thedirectionof themotion trajectories,andtheir
magnitudes.In theswingsetexample,themotionsof thebeamand
of the chain attachedto the beamshow a high correlationindex
even thoughthey have very differentmagnitudesandaremoving
in differentdirections(becauseof the normalizationandabsolute
valueoperationsin Eq. (5)). The normalizedcorrelationis close
to zerofor featurepoints that belongto objectswith independent
motions. For instance,the trajectoriesof pointsbelongingto the
swingstructureandtheblowing leaveshave very smallcorrelation
whenevaluatedover25 frames.

Using thenormalizedcorrelation,we constructa similarity ma-
trix betweenall featuretracks,thenusespectralclustering[Shi and
Malik 1998] to grouptheminto K clusters,a numberselectedby
theuserto givephysically reasonablegroupings.Beforeclustering,
featurepointshaving fewer than5 neighborswith r > 0:9 arere-
moved andconsideredasoutliers. Fig. 2(c) shows the clustering
resultfor theswingsequenceusing6 clusters.

5.3 Dense optic 
o w �eld interp olation

From eachgroupof featuretracks,we seekto interpolatea dense
optic �o w �eld over all pixels; we will thenassigneachpixel to
onemotiongroupto form a layeredmotionrepresentation.

Becausethe tracked objectscan be non-rigid, we interpolated
usinglocally weightedlinear regressionto estimatean af�ne mo-
tion for thequerypixel, following theapproachof [SandandTeller
2004]. To speedthecomputation,we apply this interpolationon a
sparselatticeof every fourth pixel. Thena bicubic interpolationis
appliedto obtainthedense�o w �eld for all pixels. This two-step
approachreducedthe complexity by oneorderof magnitudewith

little cost in precision. We denoteM(l )
ik the dense�o w �eld from

framei to framek for layerl .

6 Segmentation: Assignment of Each Pixel
to a Motion Cluster

Weseekto assigneverypixel to oneof themotionclusters(layers).
Wedosousingthreecues:motionlikelihood,color likelihood,and
spatialconnectivity. In the subsectionsthat follow, we construct
groupingprobabilitiesfor eachcueto form aprobabilityfor agiven
layer assignmentthat we optimizeby graphcuts. Finally, we im-
posea temporalcoherenceconstraintto addpoorly �tting pixelsto
theoutlier layer.

6.1 Motion likelihood

Thelikelihoodfor pixel Ik(x;y) at framek to begeneratedby layer
l is computedfrom reconstructionerror

PrM(Ik(x;y)jl ) = expf�
k+ u

å
i= k� u

kIk(x;y) � Ii(M
(l )
ik (x;y))k2

2s 2
M

g: (6)

Whereu is the numberof neighboringframesands 2
M is the vari-

ance. Often, motion segmentationsare basedon two sequential
frames,but we �nd thata largeu, suchas10,makesmotionlikeli-
hoodvery reliable. We cancomputethis sincewe keepthetrajec-
toriesof eachfeaturepoint. We assignpixelsof low likelihoodto
theoutlier layer.

6.2 Color likelihood

Color informationhasbeenwidely usedin interactive imageedit-
ing, suchas[Rotheretal. 2004;RuzonandTomasi2000].Wealso
usecolor to helppropagatethemotioncueto ambiguous(�at) re-
gions. Similar to [Rotheret al. 2004],we usea Gaussianmixture
modelto computethelikelihoodfor eachpixel generatedby layerl

PrC(Ik(x;y)jl ) =
NC

å
i= 1

a (l )
i G(Ik(x;y);m(l )

i ;s (l )
i ) (7)

wheref a (l )
i ;m(l )

i ;s (l )
i g areestimatedfrom apreviouslayerassign-

ment,andNC is thenumberof mixtures(this termis only usedafter
a �rst iterationof segmentation).

6.3 Spatial connectivit y

We use a compatibility function to encouragelayer assignment
changesat spatialdiscontinuitiesof pixel intensity. We choosethe
following compatibility function, which is widely used[Boykov
etal. 2001;Rotheretal. 2004;Wills etal. 2003]

V(Ik(x;y); Ik(x+ p;y+ q); l1; l2) = (p2 + q2)� 1
2 d[l1 6= l2] �

expf� bkIk(x;y) � Ik(x+ p;y+ q)k2g (8)

where� 1 6 p;q 6 1, or Ik(x;y) andIk(x+ p;y+ q) areneighbor-
ing pixels. l1 and l2 are the label assignmentto the two pixels,
respectively. Parameterb is estimatedasdescribedin Rotheret al.
[2004].

6.4 Segmentation by energy minimization

Oncewe have set up and learnedthe parametersfor eachof the
models,we usegraphcuts [Boykov et al. 2001] to minimize the
total energy de�ned on thelabelassignment:

L� = argmin
L

� å
(x;y)

logPrM(Ik(x;y)jL(x;y))

� x å
(x;y)

logPrC(Ik(x;y)jL(x;y))

+ g å
(x;y)

å
(p;q)2N(x;y)

V(Ik(x;y);Ik(x+ p;y+ q);L(x;y);L(x+ p;y+ q)) (9)

We follow Rotheret al. [2004] to set g = 50 and x = 2, which
workswell for our testexamples.

In eachiterationof thegraphcutalgorithmthecolordistribution
for eachlayeris re-estimated.Theenergy functiondropsfastestin
the�rst threeiterations,soweappliedgraphcutsthreetimesto �nd
thelayerassignmentfor eachframe.



(a) Locations assigned to each layer

(b) Pixels occluded (shown in black) during the whole sequence for each layer

(c) Appearance of each layer before texture filling-in

(e) Appearance after user intervention

Background Layer 1 Layer 2

(d) Appearance after texture filling-in 

Figure5: Layeredrepresentationfor theswingsequence.Only the
backgroundandtwo layers(outof six) areshown.

(a) (b) (c)

Figure6: (a) Outlier locations,not well describedby our model.
Pixel intensitiesfrom theselocationsarepassedthroughfrom the
registeredvideointo therenderedmodel(b) to yield the�nal com-
positeoutputsequence,(c). Theuserspeci�esatwhichdepthlayer
the outliersbelong,in this case,above the backgroundandbelow
theotherlayers.

6.5 Final layered representation of the sequence

The energy minimization segmentationis carried out for every
frameindependently, which inevitably introduceschangesin layer
assignmentfrom frameto frame. To build our �nal representation
of the sequence,we projecteachpixel back to a referenceframe
using the estimatedmotions. Each referenceframe location
which projectsto a motion trajectorywith 80% consistentlayer
assignmentsover all framesis assignedto that layer, Fig. 5(a).
(Notethatreferenceframepixelsmaybeassignedto morethanone
motionlayer). Thepixel intensityfor a layerat eachpositionis set
to the medianof the pixel intensitiesassignedto that layer along
the trajectory, Fig. 5(c). Sincemotion magni�cation will reveal
occludedregions, we mark with occlusionmasksregions where
texture in-painting [Efros and Leung 1999] needsto be applied,

Fig. 5(d).
Finally, we needto accountfor theoutliers. In somesequences,

outliers might correspondto important elementsfor which the
algorithm failed to build a model. In the caseof the swing
sequence,the personon the swing is not tracked, due to the fast
motion,andis consideredasanoutlier. Fig. 6(b) shows oneframe
of the sequencerenderedwithout including outliers. Fig. 6(c)
shows the �nal result when the registeredinput pixels from the
outlier locations,Fig. 6(a),arecompositedinto therenderedframe
(above the backgroundand below the other layers). The outlier
region is the union of the outlierscomputedfor all the frames,as
describedin section6.1.

In summary, the �nal representationof thesequenceconsistsin
asetof Nl layersplusoneoutlier layer(notalwaysrequired).Each
layeris de�ned by asegmentationmask(Fig. 5(a)),andits appear-
ance(Fig. 5(d)).

6.6 User interaction

While the automatic segmentation results are very good, the
bottom-upanalysisinevitably makessmall errorsthat canleadto
artifactsin the synthesizedvideo. To addressthis, we allow the
userto modify the layer segmentationon the referenceframe,as
shown in Fig. 5(d). In this example,usermodi�cations to theseg-
mentationandappearancemapsfor layer 1 removed somepixels
attachedto that layer in thecanvasawning, completedholesin the
beam,andmarkedtheswingbackleg, Fig. 5(e). Only mapsin the
referenceframeneedto beedited.

7 Magni�cation and Rendering
The userselectsthe motion layer for which the motion is to be
magni�ed, and the displacementsof each pixel in the cluster
are multiplied by the selectedfactor. In our experimentsthe
magni�cationfactorwasin therangebetween4 and40.

Thedepthorderingfor eachlayerandtheoutlierscanbeassigned
manually, or, for thenon-outliers,computedthroughocclusionrea-
soning[Brostow andEssa1999].Werenderthepixelsof eachmo-
tion layerfrom backto front.

8 Experimental Results
The accompanying video shows motion magni�cation resultsfor
threevideo sequences,handstand, bookshelf, and swingset. The
�rst two sequencesweretakenwith aJVCdigital HD videocamera
JY-HD10, which cancaptureimagesat 1086� 720 resolution,30
Hz, progressive scan.The last sequencewasacquiredat 8 frames
per secondwith a CanonEOS1D Mark II, which recordsimages
at 3500� 2200 resolution. We downsamplethe input imagesfor
processingto 866� 574 for the JVC and1750� 1100 for Canon.
The precise motion computationsand grouping operationsof
the motion magni�cation algorithm take 10 hours, end-to-end
processing,for the swingsetsequence,in a combinationof C++
andMatlabcode.

Handstand shows a single �gure with visually perceptible
balancingmotions to maintain vertical posture. The magni�ed
sequenceampli�es the left-to-right corrective motionof the torso.
In orderto revealsmallbodymotionswithout too muchdistortion
of the human�gure, we applieda saturatingnon-linearampli�-
cation to the motionsof the magni�ed layer . The magni�cation
was closeto linear for ampli�ed displacementsbelow 40 pixels,
with a compressive saturationfor ampli�ed displacementsabove
that. Fig. 7 shows a framefrom theoriginal andmotionmagni�ed
sequences.In this sequencewe useda modelwith two layersand
nooutlier layer, andmadenomanualedits.

Bookshelfmagni�es the responseof a thick plywood bookshelf
on aluminium supportsto pressurefrom a hand. The original



Figure 7: The magni�cation result (right) for a handstand(left).
Themotionmagni�edsequenceexaggeratesthesmallposturalcor-
rectionsneededto maintainbalance.

time time

Original Magnif ied

Figure8: Underhandpressure,thebookshelf(on aluminiumsup-
ports)undergoesmotionsthataremadevisible whenmagni�ed by
a factorof 40 usingmotion magni�cation. Userediting of refer-
enceframemasksre�ned the upperboundarybetweenthe books
andtheshelf. Also, thebackgroundlayer requiredmanualtexture
completionaslittle backgroundis visibleduringthesequence.

responseis barely perceptiblein the original sequence,and was
motion-ampli�ed 40 times to be clearly visible in the motion
magni�ed sequence.Fig. 8 show framesfrom the original and
motion magni�ed sequences.Notice the droop of the bookshelf
closeto the point at which force is applied. In this sequencewe
useda modelwith two layersandno outlier layer, andmadeuser
editsasdescribedin the�gure caption.

Swingsetis the mostchallengingsequenceof the three. In this
sequencewe useda model with six layersand one outlier layer.
The sequencehasperiodic motion (the swingsetstructure),very
fastmotion (the person),randommotion (the leaves)all within a
complicated,textured scene. The motion magni�ed video (stills
in Fig. 1) revealsthe imperceptibledeformationsof the swingset
supportsin responseto the personswinging. Note that the beams
and swings of the swingsetare grouped into a single motion
layer, basedon the correlations of their motions, not basedon
the uniformity of the motions. This allows pixels with a common
motioncauseto bemotionmagni�ed togetherasagroup.

Ourmodelof thetranslationsof eachpixel over timeallowsusto
performpost-processingstepsunrelatedto motion magni�cation,
aswell. To compensatefor the low framerateof the digital still
cameraimages,weusedourmotionlayermodelof thesequenceto

time time
x

y

x

y

Figure9: Sectionof the x;y;t volumefrom the original sequence
(left) and the sequenceafter motion magni�cation. The detail
shows a vertical sectionof the beam. The volume illustratesthe
ampli�cation of the oscillation and also the �lling of the texture
behindthebeam.Noticethataftermagni�cation,themotionis al-
mostperiodicdespitethenoise.So,therealmotionof thebeamis
not just onesingleharmonicbut a mixture. Theoriginal motionis
ampli�ed by a factorof 40.

(a)

(b)

(c)
Original Magni�ed by 40 Magni�ed by 80

Figure10: Details from framesof original andmotion magni�ed
swingsetsequence,showing (a) beamcurvature,(b) properhan-
dling of occlusions,and (c) an artifact from imperfectautomatic
segmentation(beforecorrectionby theuser).

interpolatemissingframes,syntheticallyachieving a higherframe
rate. For pixels of the outlier layer, we have no motionmodel,so
we sample-and-holdreplicatedthosepixelswithin theinterpolated
frames.This canbe seenfrom single-steppingthroughthe output
motion magni�ed video, which also shows which pixels were
assignedto theoutlier layer.

Fig. 9 shows an x-y-t slice throughpart of the video volumeof
theswingsetexample,beforeandaftermotionmagni�cation. The
ampli�ed beammotionsarevisible,aswell asthetextural �lling-in
of thebackgroundholesbehindthedisplacedbeam.

Fig. 10 shows details of the original and output swingsetse-
quence,without userintervention,for motionmagni�cationsof 40
and80 times. Row (a) shows thebendingof thesupportbeamre-
vealedby the magni�ed motion. Row (b) shows the leaf occlu-
sionshandledcorrectly in the synthesizedoutputsequence.Row
(c) shows a breakartifact that occurred(beforeuserediting) be-
causethedark,occludedfar leg of theswingsetwasnot put in the
samemotionlayerastherestof theswingset.

9 Conclusion
We have presenteda new technique,motionmagni�cation,thatre-
vealsmotionsthatwould otherwisebeinvisible or very dif�cult to



see. The input is a sequenceof imagesfrom a stationarycamera.
Thesystemautomaticallysegmentsa referenceframeinto regions
of “commonfate”, groupedby proximity, similar color, andcorre-
latedmotions.Analogousto focussingamicroscope,theuseriden-
ti�es thesegmentto modify, andspeci�esthemotionmagni�cation
factor. Thevideosequenceis thenre-renderedwith themotionsof
theselectedlayermagni�edasdesired.Theoutputsequenceallows
theuserto seetheform andcharacteristicsof themagni�edmotions
in anintuitivedisplay, asif thephysicalmovementsthemselveshad
beenmagni�ed, thenrecorded.
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